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guantum chaos
in graphene

Hong-Ya Xu, Liang Huang,
and Ying-Cheng Lai

Classical chaos gains some additional degrees of freedom in
materials with excitations described by the Dirac equation.
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n his 1987 best seller Chaos: Making a New Science, science

journalist James Gleick wrote, “Where chaos begins, classi-

cal science stops.” Indeed, after relativity and quantum me-

chanics, chaos became the 20th century’s third great revo-

lution in physical sciences. Chaos results from the
sensitivity of a nonlinear system to initial conditions, and it makes
classical evolution appear random with time (see the article by Adil-
son Motter and David Campbell, PHYSICS TODAY, May 2013, page 27).
That sensitivity is the origin of Edward Lorenz’s well-known butterfly
effect' —named for the idea that a butterfly flapping its wings in
South America could set off a tornado in Kansas—which rules out
any hope for long-term weather forecasting.

graphene, whose electrons can behave
like massless particles. Those novel fin-
gerprints of chaos are of theoretical and
practical interest.

Classical chaos emerges in, for ex-
ample, classical particles bouncing
around elastically, similar to a billiard
ball. For a billiard system with the
usual rectangular boundary, two
nearby particles with the same mo-
mentum reflect off the boundary with
equal momentum. But when the
boundary is curved, the reflected mo-
menta of the particles are different,
sometimes drastically so. That sensi-
tivity to momentum provides the non-
linearity required for chaos in a simple

Chaotic behavior manifests in quantum and relativistic sys-  system geometry, such as an oblong shape that resembles a

tems, and classical chaos can lead to new manifestations in sys-  sports stadium.

tems that are both relativistic and quantum mechanical —such as Classical light rays imitate a billiard system when confined

The probability (red high, blue low) that an electron is in any given spot in a chaotic
Dirac system forms patterns called quantum scarring. (Adapted from ref. 6.)




QUANTUM CHAOS

in a cavity. To produce confine-
ment, the cavity’s refractive index
must be larger than that of the o
surrounding medium, so that the
rays undergo total internal reflec-
tion for angles larger than the
critical angle, which is deter-
mined by the ratio of the cavity to
exterior refractive indices. Unlike
the billiard system, however,
light rays can escape from the
cavity when their incident angle
is less than the critical angle.
Figure 1 shows the modeled
behavior of two representative
light rays in a dielectric cavity
formed by two nonconcentric cir-
cles that define the boundaries
for regions with different refrac-
tive indices. The refractive index
is largest in the center circle (re-
gion III), smaller in the larger
ring (region II), and smallest out-
side the ring (region I). Although the two light rays differ only
slightly in their initial angles, the resulting behaviors are re-
markably different. That sensitivity is the hallmark of chaos.

It’s all relative

The analogy between classical particles in a billiard system and
light rays in a dielectric cavity raises the question of relativity’s
role. Although both share many features, the particles are non-
relativistic whereas light is relativistic. The difference between
them is best described by the dispersion relation, which gives the
relationship between the energy and momentum. For a nonrela-
tivistic particle, the energy is proportional to the momentum
squared, but for a photon with zero rest mass, the energy is lin-
early proportional to the momentum.

In quantum mechanics, nonrelativistic particles are de-
scribed by the Schrodinger equation, which has a quadratic
dispersion relation. Relativistic particles, on the other hand, are
typically described by the Dirac equation, and for a massless
relativistic particle, the dispersion relation is linear. The
Schrédinger equation also doesn’t include the spin, which is
naturally embedded in the Dirac equation.

What happens when quantum mechanical systems are
chaotic? The fundamental equations for such systems—
Schrodinger or Dirac—are linear and thus rule out real chaotic
behavior. As Michael Berry stated in 1989, “There is no quantum
chaos, in the sense of exponential sensitivity to initial conditions,
but there are several novel quantum phenomena which reflect
the presence of classical chaos.”> Nevertheless, the somewhat in-
accurate term “quantum chaos” has taken root to describe the
manifestations or fingerprints of classical chaos in a quantum
system.? In stadium billiards, for example, a classical particle will
go through almost every point in the system in the course of evo-
lution, with equal probability of being at any one point. But in
quantum mechanics, the wavefunctions concentrate on some
unstable classical periodic orbits—so-called quantum scars,
shown in the opening image on page 44, which are a distinct
quantum manifestation of classical chaos. Traditionally, quan-
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FIGURE 1. LIGHT TRAPPED IN THIS CAVITY displays chaotic behavior. In this dielectric medium the
index of refraction is largest in the smallest circle (region Ill), smaller in the region between the two circles
(region II), and smallest in the surrounding area (region I). Two ray trajectories (blue arrows) differ only
slightly in their initial angles, 6'— 6 = 107, but exhibit drastically different behaviors (orange) inside the
cavity. The light in the left illustration bounces in a nearly repeating pattern, whereas the light in the right
reflects in an ever-changing, chaotic path. (Courtesy of Hong-ya Xu, Liang Huang, and Ying-Cheng Lai.)

tum chaos has dealt almost exclusively with nonrelativistic
quantum systems described by the Schrodinger equation.

In the past 15 years, researchers have developed and studied
so-called Dirac materials, which host quasiparticles that behave
according to the Dirac equation. The most common such mate-
rial is graphene, a one-atom-thick layer of a hexagonal lattice of
carbon atoms.*® After the successful isolation of a single layer
of graphene* in 2004, researchers have prepared a variety of
two-dimensional solid state materials (see the article by Pulickel
Ajayan, Philip Kim, and Kaustav Banerjee, PHYSICS TODAY, Sep-
tember 2016, page 38), whose quasiparticles’ energy exhibits a
linear dependence on momentum. As a result, 2D Dirac mate-
rials are described by relativistic quantum mechanics. With
available Dirac materials, a viable field has emerged: relativistic
quantum chaos,® which seeks to discover, understand, and ex-
ploit fundamental phenomena arising from the interplay be-
tween chaos and relativistic quantum mechanics.

Get to the (Dirac) point

Albert Einstein’s theory of special relativity says that a massless
particle such as a photon has energy proportional to its momen-
tum, with the speed of light as the proportionality constant.
Similarly in graphene and other Dirac materials, quasiparticles
have a linear relationship between their energy E(k) and mo-
mentum k, E(k) = v, 1 kl, with a proportionality constant vy, = 10°
m/s. That constant is the Fermi velocity —the velocity of elec-
trons in the highest occupied energy state at absolute zero tem-
perature, known as the Fermi energy. That linear relation means
that electrons” motion in graphene is relativistic despite their
velocity being about 1/300 the speed of light.

Graphene’s linear dispersion relation is a product of the lat-
tice’s geometry and the resulting band structure. Graphene is
a honeycomb lattice with two nonequivalent atomic sites in
each unit cell, so the entire lattice can be regarded as two tri-
angular lattices, A and B, as shown in figure 2a. About 70 years
ago, Philip Russell Wallace calculated the energy bands for the
honeycomb lattice structure.” His calculation revealed that the



Dirac
point

first Brillouin zone —the unit cell in reciprocal space —contains
two nonequivalent points, the so-called Dirac points, about
which the energy-momentum relation is linear. Near a Dirac
point, quasiparticles thus behave as massless fermions. Be-
cause the momentum vector is 2D, graphene’s band structure
about a Dirac point consists of a pair of Dirac cones that meet
at their tips, as shown in figure 2b.

Graphene and other 2D Dirac materials possess a unique
quantum number called the pseudospin degree of freedom.**
The two nonequivalent atomic sites, A and B, provide two in-
dependent types of quasiparticle motion. Because the quasi-
particles can occupy either A or B, they are said to have
pseudospin-/ in addition to the usual real spin-% (up or down).
Without an external magnetic field, the pseudospin Dirac cones
are degenerate in the real spin, but in the presence of a mag-
netic field, the spin degeneracy is broken by the interaction be-
tween the field and the real spin.

Because of their shared linear dispersion relation, Dirac
fermions behave in a way that is analogous to photons’ behavior
in optics; reframing relativistic quantum mechanical phenom-
ena in terms of optics is known as Dirac electron optics. For ex-
ample, Snell’s law can predict the behavior of a graphene sheet
with a potential difference V,, between its left and right halves.
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FIGURE 3. A GRAPHENE-SCATTERING SYSTEM analogous to the
optical cavity in figure 1. A sheet of graphene is electrically gated in
two overlapping circles of radii R, and R, whose centers are a distance
§ apart. The interactions between the magnetic capping layer in
regions Il and Il and the spin state of graphene’s electrons produce
different dynamics for those that are spin-up from those that are spin-
down. (Courtesy of Hong-ya Xu, Liang Huang, and Ying-Cheng Lai.)
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FIGURE 2. GRAPHENE'S LATTICE
determines the energy band structure.

(a) The two-dimensional honeycomb lattice
comprises two nonequivalent triangular
sublattices, A (red) and B (blue), of carbon
atoms. (b) That structure determines the

y relation between an electron’s energy E(k)
and momentum k. Around what's known as
a Dirac point, the relation is linear, similar to
that of photons and other relativistic
particles. (Courtesy of Hong-ya Xu, Liang
Huang, and Ying-Cheng Lai.)
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When a plane wave of Dirac electrons with
energy E < V| hits the interface, the angle
of the refracted wave can be found by matching the solutions
of the Dirac equation in the two halves® or through Snell’s law
for an interface between regions with refractive indices 1, ~ E
and 1, ~ E -V <0. The half of the graphene that is at the higher
electrical potential thus behaves the same as an optical meta-
material with a negative refractive index.

Chaotic graphene

To introduce chaos in a relativistic quantum system, a
graphene sheet can mimic the optical cavity from figure 1
through the introduction of localized magnetic and electrical
fields, as shown in figure 3. Two circular boundaries divide the
graphene into three distinct regions: region I, the graphene
around the electrical gates; region II, with radius R, and gated
with potential v,; region III, a distance £ from the center of re-
gion I, with radius R,, and gated with potential v,. A magnetic
insulator, such as europium sulfide, caps the whole gated re-
gion to form a ferromagnetic-graphene heterostructure.” The
ferromagnetism in the cap material acts on the electrons’ spin,
so an electron’s energy depends on its spin state. As a result,
spin-up and spin-down electrons experience different energy
landscapes and display distinct classical ray dynamics.

Figure 4a shows an example in which the spin-up electrons
exhibit fully developed chaos (red lines) in the whole gated re-
gion, whereas spin-down electrons follow a stable and periodic
pattern (blue lines) confined within the small circle. Having
electrons simultaneously display both chaotic and nonchaotic
behavior is unique to relativistic quantum chaos and only pos-
sible because of the fundamental role of spin.

Figure 4b shows how the energy band structure differs by
region for the electron spin states. Region I has no magnetic
field, so the pseudospin Dirac cones (green) for spin-up and
spin-down electrons are degenerate. In the whole gated region,
the magnetic field lifts the degeneracy, such that the spin-up
and spin-down Dirac cones have a relative energy shift 2u. In
region I, a negative electrical potential v; = —u pulls down both
Dirac cones by the same amount. As a result, the Dirac point
of the spin-down electrons (blue) is still at zero, but that of the
spin-up electrons (red) is now at v; — u =-2u. In region III, a
positive potential v, = i raises the Dirac points of the spin-up
and spin-down electrons to zero and 2, respectively.

That energy landscape can be reframed in terms of the effec-
tive refractive index for the electrons in regions II and III:
n=2+s and n'=s, where s = +1 denotes the real spin orienta-
tion. For spin-up electrons (s = +1), the index values are n'l=3
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FIGURE 4. RELATIVISTIC QUANTUM CHAOS emerges in the
graphene device shown in figure 3. (a) Spin-up (red) and spin-down
(blue) electrons travel the paths indicated by the lines. Spin-down
electrons stay in region lll and follow a stable and repeating orbit,
whereas spin-up electrons travel chaotic trajectories. (b) The energy
landscape along the horizontal black line in panel a is indicated in
bold black. Region Il has an electrical potential v,, and region Il has a
potential v,. Graphene’s spin-up and spin-down Dirac cones are
degenerate (green) in region |, but that degeneracy is lifted in
regions Il and Ill: The magnetic field produces an energy difference of
2u between spin-up and spin-down Dirac cones. Here, v, = —v, = .
(Courtesy of Hong-ya Xu, Liang Huang, and Ying-Cheng Lai.)

and n''= 1, so those electrons experience region Il as a scatterer

inregion II, and the ray dynamics can thus be chaotic in region II.
For the spin-down electrons (s = —1), the refractive index values
are n"=1 and n™=-1, so those electrons stay in region III and
have regular classical ray dynamics.

The two different types of classical dynamics lead to distinct
relativistic quantum manifestations for spin-up and spin-down
electrons, as illustrated by the differences between the graphs on
the left and right of figure 5. For example, in a system with a given
R, and R,, the average time 7 spent in the system for spin-down
electrons can be indefinite (yellow stripes in figure 5a and spikes
in 5b), because their ray trajectories can form stable periodic orbits
for certain values of £ and the energy E. For spin-up electrons, be-
cause of chaos, no stable periodic orbits exist, and 7 is two orders
of magnitude lower. In figure 5¢, the total quantum scattering
cross section ¢,, which is proportional to the rate of the electron
scattering off a barrier, has sharp resonances when a spin-down
electron has an energy value associated with a large 7—that is, as-
sociated with a periodic orbit. For spin-up electrons, no sharp
quantum resonances survive the mixing and smoothing effect of
chaos. Overall, depending on the real spin of the electrons, the
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same structure generates completely different quantum scattering
behaviors—a relativistic quantum chimera."

Relativistic tunneling

In the past decade, researchers have investigated, mainly the-
oretically and somewhat experimentally, many topics in rel-
ativistic quantum chaos,® including relativistic quantum
scars, Klein tunneling, superpersistent currents in chaotic
Dirac rings, the interplay between chaos and spin, and the
suppression of chaos in systems with spin-1 and pseudospin-1.
Here, we have presented one concrete phenomenon: spin-
dependent, coexistent regular and chaotic scattering. The phe-
nomenon is counterintuitive from the perspective of nonrel-
ativistic quantum chaos: Nonrelativistic quantum particles
can’t penetrate a potential barrier with probability one, as
graphene’s electrons do.

That unique phenomenon in relativistic quantum mechanics
is called Klein tunneling —named for Oskar Klein, who first dis-
covered the underlying physics in 1929 while studying the scat-
tering of electrons based on the Dirac equation." In general, a
particle’s wave nature enables the electrons to pass through a
classically forbidden region with a finite probability. That tun-
neling effect is fundamental to quantum mechanics and has sig-
nificant applications in quantum computing and sensing. In
nonrelativistic quantum systems, the tunneling probability typ-
ically decreases exponentially with the potential barrier’s height
and width. Butin relativistic quantum mechanics, the linear dis-
persion relation can allow particles with an internal degree of
freedom, such as spin or pseudospin, to penetrate unimpeded
through a high and wide potential barrier.

Klein tunneling has been observed experimentally in, for
example, graphene and photonic crystals, but it's a somewhat
controversial issue with no one accepted model to explain it.
For 2D Dirac materials, one explanation for the physical origin
of the phenomenon is the charge of the quasiparticles. For a
Fermi energy above the Dirac point in figure 2b, the charge car-
riers are negatively charged electrons, but for a Fermi energy
below the Dirac point, they are positively charged holes. And
a potential barrier that is repulsive for electrons is an attractive
potential well for holes. As the current travels across the po-
tential landscape in figure 4b, the quasiparticles change from
electrons to holes when the Dirac point is pushed higher in en-
ergy than the Fermi level. That electron-hole transmutation
leads to current-carrying hole-like states inside the barrier and
an unusually high tunneling probability.

Another way to understand Klein tunneling is through chi-
rality. A massless quasiparticle in a Dirac material possesses a
quantum number, known as chirality, which is the projection
of its pseudospin in the direction of its momentum. Pseudospin
is locked with momentum, so backscattering at normal inci-
dence is possible only if the pseudospin can be reversed simul-
taneously. Because an electrical potential does not interact with
pseudospin, the pseudospin can’t be reversed. The quasiparti-
cle thus has a 100% transmission probability at normal inci-
dence, no matter how high or wide the potential barrier is.

Klein tunneling also appears in 2D Dirac materials with
pseudospin-1. In such a lattice, the unit cell has three nonequiv-
alent atoms and thus a three-band structure: a pair of Dirac
cones and a flat, horizontal band where the cones intersect.
Klein tunneling through a potential barrier can be more pro-
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anywhere in the system because it has infinite pos-
sible periodic orbits, none of which are stable. For ex-
ample, one orbit in the stadium billiard is the particle
bouncing back and forth between the apex points of
the two curved sides. But an arbitrarily small pertur-
bation will wreck that orbit.

Quantum systems, however, have a discrete spec-
trum of eigenstates. And about 40 years ago, Allan

. N

Kaufman and his then-graduate student Steven Mc-
Donald found that the quantum eigenstates, unlike the
uniform probability in classical billiards, tend to con-
centrate on certain unstable periodic orbits,”® a phe-

nomenon Eric Heller of Harvard University named
quantum scarring."* Scarring generally arises from

- 2.5
wave interference: If, after traveling the complete cycle

L5 of a periodic orbit, the total accumulated phase is an in-
teger multiple of 27, the wavefunction will construc-
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FIGURE 5. SPIN-UP AND SPIN-DOWN ELECTRONS manifest
different classical behavior for the system in figure 3. (a) The average
time 7 (yellow high, blue low) electrons spend in the system varies
with the distance § and the energy E, both given in dimensionless
quantities. (b) The spectrum in dimensionless quantities along the
dashed white line in panel a. Spin-down electrons can form stable
periodic orbits, which lead to spikes in 7. For spin-up electrons,
because of chaos, no stable periodic orbits exist, and Tis much
lower. (c) The total quantum scattering cross section o,, which is
proportional to the rate of the electron scattering off a barrier, has
sharp resonances when a spin-down electron has an energy value
associated with a large 7. For spin-up electrons, no sharp quantum
resonances survive the mixing and smoothing effects of chaos.
(Courtesy of Hong-ya Xu, Liang Huang, and Ying-Cheng Lai.)

nounced in pseudospin-1 systems than in pseudospin-/ sys-
tems. For example, with the right Fermi energy, the transmis-
sion probability is 100% for any incident angle, a phenomenon
known as super-Klein tunneling.

How then can an external electric potential confine quasi-
particles? Classical chaos can make the task even harder. Be-
cause chaos leads to ever-changing trajectories, confined light
will frequently hit a barrier at an angle that exceeds the maxi-
mum for total internal reflection, and it will escape its confines.
According to the ray-wave correspondence, which is funda-
mental to quantum chaos, quantum particles will behave the
same, and long-lived trapping is unlikely. But massless
pseudospin-1 quasiparticles defy that intuitive picture.’? They
can be localized through the mechanism of revival Klein scat-
tering resonances, which is analogous to exciting localized sur-
face plasmons at a metal-dielectric interface. The counter-
intuitive emergence of resonant states of the quasiparticle
represents a twist on the Klein tunneling with the new capa-
bility of realizing a surface plasmon-like trap in pseudospin-1
Dirac material systems.

Quantum scars

Another pronounced phenomenon in quantum chaos is scar-
ring. In a classical billiard system shaped like a stadium or
heart, the particle has an equal and uniform chance of being

15 tively interfere along the orbit and form quantum scars.

About 10 years ago, two of us (Lai and Huang)

and others predicted relativistic quantum scars in

chaotic graphene billiard systems.”” Subsequently, we

found a class of quantum scars in Dirac billiard systems— chiral

scars that break time-reversal symmetry and have no counter-

part in nonrelativistic quantum systems.'® Examples of chiral

scars arising from a chaotic Diracbilliard are shown in the open-

ing image. More recently, researchers have developed a theory

to unify scarring in nonrelativistic and relativistic quantum sys-

tems through solutions of the spin-}% Dirac equation in different
mass regimes."”

The interplay between chaos and spin-1 relativistic quan-
tum mechanics is an emerging topic of theoretical interest and
with potential applications in electronics, spintronics, and a re-
lated device architecture known as valleytronics, which con-
trols a so-called valley degree of freedom associated with dif-
ferent parts of the band structure. For example, researchers
could use chaos in an electronic switch to control electrons’
spin orientation in spintronic devices.
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