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Quantum chaotic tunneling in graphene systems with electron-electron interactions
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An outstanding and fundamental problem in contemporary physics is to include and probe the many-body
effect in the study of relativistic quantum manifestations of classical chaos. We address this problem using
graphene systems described by the Hubbard Hamiltonian in the setting of resonant tunneling. Such a system
consists of two symmetric potential wells separated by a potential barrier, and the geometric shape of the whole
domain can be chosen to generate integrable or chaotic dynamics in the classical limit. Employing a standard
mean-field approach to calculating a large number of eigenenergies and eigenstates, we uncover a class of localized
states with near-zero tunneling in the integrable systems. These states are not the edge states typically seen in
graphene systems, and as such they are the consequence of many-body interactions. The physical origin of the
non-edge-state type of localized states can be understood by the one-dimensional relativistic quantum tunneling
dynamics through the solutions of the Dirac equation with appropriate boundary conditions. We demonstrate
that, when the geometry of the system is modified to one with chaos, the localized states are effectively removed,
implying that in realistic situations where many-body interactions are present, classical chaos is capable of
facilitating greatly quantum tunneling. This result, besides its fundamental importance, can be useful for the
development of nanoscale devices such as graphene-based resonant-tunneling diodes.
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I. INTRODUCTION

Quantum chaos is referred to as the study of quantum
manifestations of chaotic dynamics in the corresponding
classical system [1,2], a field that has been active for more
than three decades. In closed chaotic Hamiltonian systems, the
basic phenomena that have been and continue to be studied
include energy level-spacing statistics [3–5] and quantum
scarring [6–32]. In open Hamiltonian systems, quantum
chaotic scattering [33–43] has been investigated extensively.
Quite recently, due to the significant development of graphene
physics [44–50], relativistic quantum manifestations of clas-
sical chaos have become an interesting area of study [51–65].
However, in these works on quantum chaos, the standard
setting was that of single-particle quantum dynamics, whereas
many-body effects such as electron-electron interactions were
ignored. While there were also previous studies of the interplay
between many-body interactions and classical chaos [66–69],
these were exclusively for nonrelativistic quantum systems
described by the Schrödinger equation. To investigate the
effect of chaos on relativistic quantum systems with many-
body interactions has thus been an outstanding problem, yet it
is not only fundamental to physics, but also important for the
practical development of relativistic quantum devices.

To study quantum chaos in the presence of many-body inter-
actions, in this paper we use the standard Hubbard model with
on-site repulsive Coulomb interactions. This paradigmatic
model to treat interacting particles in a lattice was originally
proposed [70] to describe the transition between conducting
and insulating systems. For electrons in a solid, comparing
with the conventional tight-binding model representing a
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single electron Hamiltonian, the Hubbard model contains a
potential term to include the many-body effect through the
mechanism of on-site Coulomb interaction [71,72]. There has
been a great deal of interest in the Hubbard model due to
its relevance to frontier problems in condensed matter physics
such as high-temperature superconductivity and the trapping of
untracold atoms in optical lattices [71]. As we demonstrate in
this paper, while the Hubbard model is much more challenging
and sophisticated than the tight-binding model, it can serve as a
paradigm to gain significant physical insights into many-body
relativistic quantum manifestations of distinct type of classical
dynamics.

To be concrete, we focus on graphene systems and study
the particular phenomenon of quantum resonant tunneling.
The typical setting of a quantum tunneling system consists
of two symmetric potential wells separated by a potential
barrier in between, as shown schematically in Fig. 1. The
whole system, which includes the left and right wells as well
as the barrier, is closed, and its geometrical shape can be
chosen to yield characteristically distinct types of dynamics
in the classical limit. For example, if the whole system has a
rectangular domain, the classical dynamics is integrable, but
fully developed chaos can arise if the system has a stadium or
a bowtie shape. It was discovered that, in both nonrelativis-
tic [73] and relativistic [58] quantum, single-electron tunneling
systems, classical chaos can regularize quantum tunneling
dynamics. Here by “regularizing” we mean that the spread in
the tunneling rate in any small energy interval, typically seen
in the integrable geometry, can be greatly suppressed when
the underlying geometry becomes chaotic. A unique feature
in the relativistic case, as demonstrated in Ref. [58], is the
high tunneling rate in the regime where the particle energy
is smaller than the height of the potential barrier. This is a
manifestation of the Klein-tunneling phenomenon.
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FIG. 1. Schematic illustration of four classes of geometrical
domains for graphene billiards studied in this paper: (a) rectangle,
(b) stadium, (c) bowtie, and (d) mushroom. The respective classical
dynamics are integrable (a), chaotic with neutral periodic orbits
(b), hyperbolic with all periodic orbits being unstable (c), and
nonhyperbolic with mixed phase space (d). The thin gray region
along a symmetric line represents the potential barrier.

In spite of the recent results on regularization of quantum
tunneling by chaos [58,73] in the single particle framework,
whether the same can be achieved when many-body inter-
actions are present was unknown prior to this work. More
generally, the interplay among chaos, many-body interactions,
and relativistic quantum mechanics is a fundamental yet
outstanding issue that we aim to address here. There are two
main findings: (1) emergence of a class of localized, spin-
polarized, relativistic quantum states in classically integrable
domains, which find no counterpart in the single-particle
framework, and (2) effective removal of these states by classi-
cal chaos. A more detailed explanation of these findings is as
follows.

In order to uncover the unique relativistic quantum phenom-
ena caused by classical chaos in the presence of many-body
interactions, we first study the class of integrable systems
of rectangular shape [Fig. 1(a)]. Since the whole system is
closed, we calculate the eigenenergies and investigate various
eigenstates from the mean-field Hubbard Hamiltonian. A
striking finding of this work is emergence of a class of
eigenstates with near zero tunneling rate. In particular, for
such an eigenstate, the spin-up and spin-down wave functions
are typically separated, i.e., the spin-up electrons reside in
only one potential well while the spin-down electrons reside
in the other. As a result, if the initial state is spin-up in one
potential well, it is localized and will stay in the same well
practically for an infinite amount of time with little quantum
tunneling. When the potential term characterizing the on-site
Coulomb interactions is removed so that the Hamiltonian
becomes that of the tight-binding type, such localized states
no longer exist, indicating strongly that they are the result
of electron-electron interactions and consequently a distinct
many-body phenomenon. We derive an approximate theory,
based on the simplified picture of one-dimensional tunneling
of massless Dirac fermions, to explain the physical origin of
the localized states. We further find that, when the geometrical
shape is that of stadium [Fig. 1(b)] or bowtie [Fig. 1(c)] so
that the classical dynamics is chaotic, the localized states

are effectively removed and the tunneling rates become
significant. This means that classical chaos is capable of
destabilizing the localized states. In addition to the classically
integrable and fully chaotic domains, we have also considered
a class of domains, the mushroom billiard [Fig. 1(d)], in
which the classical dynamics is mixed (or nonhyperbolic)
with coexisting regular and chaotic components in the phase
space [65,74]. We show that, due to the chaotic component,
quantum tunneling can be regularized and enhanced. From
the standpoint of device development such as graphene-based
resonant-tunneling diodes, the localized states present an
obstacle to effective tunneling and such states are therefore
undesirable. From this perspective, classical chaos may be
regarded as advantageous.

In Sec. II we describe the mean-field Hubbard model and
our method to compute the tunneling rate and tunneling prob-
ability for graphene systems. In Sec. III we present evidence
for polarized states with near-zero tunneling rate as induced by
many-body interactions in classically integrable domains and
demonstrate that chaos can regularize the quantum many-body
tunneling dynamics. In Sec. IV we present a physical theory
based on solutions of the Dirac equation to understand the
emergence of polarized states. Conclusions and discussion are
presented in Sec. V.

II. METHODS: MEAN-FIELD HUBBARD MODEL
AND QUANTUM TUNNELING

A. Mean-field Hubbard Hamiltonian

We consider pz orbitals contributing to π -electron hopping
in the graphene honeycomb lattice. Each orbital can have two
electrons at most, one spin-up and another spin-down. To
capture the essential physics of electron-electron interactions
in graphene while keeping the model tractable, we take
into account nearest-neighbor hopping terms and electron
Coulomb repulsion at the local site. The tight-binding Hubbard
Hamiltonian has the following standard form [75]:

H = −t
∑

〈i,j〉,σ
c
†
i,σ cj,σ + V (x,y)

∑
i,σ

c
†
i,σ ci,σ

+U
∑
i,σ

ni,σ ni,σ , (1)

where the summation of 〈i,j 〉 is with respect to all nearest-
neighbor pairs, the index {σ,σ } denotes spin-up and spin-down
electrons, c

†
i,σ (cj,σ ) is the creation (annihilation) operator,

niσ = c
†
i,σ ci,σ is the number operator, the nearest-neighbor

hopping energy is t = 2.8 eV, V (x,y) is the location dependent
external electric potential, and U is the Coulomb energy
describing the interaction between a spin-up and a spin-down
electron at the same site. While the Hubbard Hamiltonian
provides a somewhat simplified picture of electron-electron
interactions in the corresponding system, the analysis and
computations become extremely difficult even for moderate
system size with only tens of atoms. For relatively large system
size, approximation must be employed to gain physical under-
standing of the system behaviors. A standard approach is to
use the mean-field approximation, where the Hamiltonian (1)
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is modified to [76–81]

HMF = −t
∑

〈i,j〉,σ
c
†
i,σ cj,σ + V (x,y)

∑
i,σ

c
†
i,σ ci,σ

+U
∑
i,σ

〈ni,σ 〉ni,σ . (2)

Physically the mean-field Hamiltonian describes the situation
where a spin-up electron at site i interacts with the average
spin-down electron population 〈ni↓〉 at the same site, and
vice versa. The mean-field Hubbard model is effectively a
variation of the unrestricted Hartree-Fock approximation [82].
There have been recent efforts in comparing the various
aspects of the mean-field Hubbard model with those from
first-principle or quantum Monte Carlo calculations, with the
conclusion that the mean-field approximation is generally
valid for graphene systems [80,81], especially in the weakly
coupling regime [77,83]. It is thus justified to choose the
parameter U below the critical Coulomb repulsion Uc = 2.2t .
In this paper we use U = 1.2t [81].

System (2) can be solved iteratively, as follows. At half-
filling and zero temperature, the average density of electrons
with spin σ at atom i is defined as 〈ni,σ 〉 = ∑N/2

n=1 ρi,σ (En),
where N is the total number of eigenstates with a given
spin, and ρi,σ (En) = |ψn

i,σ |2 is the local density of states
(LDS) at site i for the nth eigenstate ψn

i,σ . Starting from an
initial condition of 〈ni,σ 〉 for spin σ , the Hamiltonian in (2)
is complete for spin σ and yields a new set of eigenstates
{En,ψ

n
σ ,n = 1, . . . ,N}, which can then be used to calculate

ρσ (En), leading to a new set of 〈ni,σ 〉. Using 〈ni,σ 〉 as the initial
condition, the Hamiltonian in (2) can be used to solve the set
of eigenstates for spin σ , yielding a new set of average density
〈ni,σ 〉 of electrons for spin σ . We then iterate the process
until 〈ni,σ 〉 and 〈ni,σ 〉 reach a steady state. To be concrete,
we choose the initial configuration of the system to be that of
an antiferromagnetic state, where the initial values of 〈ni↓〉 are
chosen to be +1/ − 1 at sublattice A/B, respectively. The local
spin density at site i is mi = (〈ni,↑〉 − 〈ni,↓〉)/2. In our model,
the number of electrons is fixed, so the total spin density of the
whole system is given by M = ∑N

i=1 mi = ML + MR = 0,
where ML and MR represent the total spin density at the left
and the right sides of the potential barrier, respectively.

B. Integrable, chaotic, and nonhyperbolic domains

We consider four types of geometrical domains with distinct
classes of classical dynamics, as illustrated in Fig. 1. For
meaningful comparison of results, we set the sizes of the
billiards to be approximately the same. The first type is rectan-
gular graphene billiard with integrable classical dynamics. The
parameters of the system are L = 161a = 22.86 nm (armchair
boundaries) and D = 85a = 12.05 nm (zigzag boundaries),
where a = 1.42 Å is the distance between two neighboring
carbon atoms and the lattice constant is a0 = √

3a. The total
number of atoms is N = 10 692. The second type is stadium
billiard with parameters L = 22.862 nm, D = 12.052 nm, and
N = 9452. The underlying classical dynamics is chaotic but
with an infinite number of neutrally stable periodic orbits,
corresponding to particles bouncing back and forth vertically
at the rectangular portion of the billiard. The third type is

bowtie billiard, which is cut from a rectangle graphene sheet
of 14.5 nm by 7.2 nm by circles of radius r = 32.7 nm, and
the domain contains 10 946 carbon atoms. For the bowtie
billiard, the classical dynamics is fully chaotic (hyperbolic)
with all periodic orbits being unstable. The fourth type is
the mushroom billiard with a mixed classical phase space
(nonhyperbolic classical dynamics [65,74]), i.e., there are
coexisting chaotic sets and KAM tori. The radius of the
semicircle is R = 11.86 nm, and the stem of the mushroom
has the sizes 11.86 nm by 5.93 nm. The total number of carbon
atoms contained in the mushroom billiard is 10 620.

In the quantum regime, classical chaos is fundamentally
suppressed due to the quantum uncertainty or finite Planck
constant that effectively leads to “discretization” of the
classical phase space. This should be contrasted with the
discretization of the physical or configuration space through
a crystal lattice. In general, any such discretization scheme
is incompatible with chaos because classically the Planck
constant is effectively zero and motion can occur on arbitrarily
fine scales, but this difficulty is somewhat alleviated due to the
finite Planck constant in the quantum regime. Only in the
limit of large geometric dimensions as compared to the lattice
constant will the effect of chaos be manifested in the quantum
behaviors. For the geometrical domains shown in Fig. 1, we test
different sizes and find that the pertinent quantum phenomena
are quantitatively the same insofar as the system is sufficiently
large, e.g., with more than 7000 atoms.

For all four types of billiards, a thin potential barrier
is placed along a symmetric line of the system. Let x

specify the direction perpendicular to the symmetric line, the
potential function can be written as V (x) = V0[�(x − L/2 +
w/2) − �(x − L/2 − w/2)]/2, where � is the Heaviside
step function. Effectively, the whole billiard system thus has
a double quantum-well (QW) structure. We set (somewhat
arbitrarily) V0 = 0.766t and w = 2.5a in all calculations.

C. Characterization of tunneling

For nonrelativistic single particle quantum systems, the
tunneling phenomenon and the effect of classically chaotic
dynamics can be conveniently studied by considering sym-
metric quantum billiards with a potential barrier placed along
the line of symmetry. In such a situation, the eigenstates
are either symmetric or antisymmetric, and they appear in
pairs. A particle will tunnel through completely from one
side to another, and then back and forth, generating an
oscillating pattern. The tunneling dynamics can then be fully
characterized by the tunneling rate, which can be expressed in
terms of the corresponding energy splittings of the symmetric-
antisymmetric tunneling pairs [73]. In relativistic quantum
systems, the symmetric and antisymmetric eigenstates do not
necessarily come in pairs. In this case, the tunneling rate
can be calculated, for each eigenstate, by setting a special
type of corresponding initial state localized on one side of
the barrier. The tunneling rate can be determined through
the time evolution of such an initial state. This method is
general, as for nonrelativistic quantum tunneling systems,
the results agree completely with those calculated by the
symmetric-antisymmetric energy splitting method [58]. When
many-body interactions are included, the method needs to be
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modified further. Especially, the interactions can effectively be
represented by a mean-field potential U 〈ni,σ 〉 for a σ electron.
With respect to tunneling, there is then an extra potential that
is different for spin-up and spin-down electrons. This extra
potential breaks the mirror symmetry and induces localized
states with diminishing tunneling. As a result, an additional
quantity, the tunneling probability, together with the tunneling
rate, is needed to fully describe the tunneling phenomena in
relativistic many-body quantum systems.

To be specific, the method developed for single-electron
tunneling in Dirac fermion and graphene systems [58,65]
can be readily adopted to systems described by the Hubbard
Hamiltonian. First, we solve the eigenenergy values and
eigenstates from Hσ |n〉σ = Enσ |n〉σ , where Hσ is the mean-
field Hamiltonian in Eq. (2) and 〈ni,σ 〉 are the steady-state
values. An arbitrary state |ψ〉σ can then be written as a linear
combination of the eigenstates |ψ〉σ = ∑

n an|n〉σ , where an

denotes a set of normalized coefficients. Second, for each
eigenenergy value Enσ and its associated eigenstate, we define
a new wave function ψn,σ (r), such that the corresponding
probability is concentrated entirely on one side of the barrier,
say the left side:

ψn,σ (x,y) =
{
C|n〉σ , x � (L − w)/2,

0, otherwise, (3)

where C is a normalization constant. This new, asymmetrical
wave function can be expanded in the original base of eigen-
states: |ψ〉n,σ = ∑

k bk|k〉σ , where bk is a set of expansion
coefficients given by bk = 〈k|ψ〉σ . The time evolution of the
wave function |ψ〉n,σ is then given by

|ψ(t)〉n,σ =
∑

k

bke
−iEkt/�|k〉σ . (4)

In general, bn is significantly larger than other coefficients.
Depending on the original state, there can be two, three, or
a few coefficients that are well separated from the rest of the
coefficients that are negligible. As a result, the summation
of Eq. (4) can effectively be evaluated using a small number
(usually tens) of states with appreciable coefficients.

Starting from Eq. (4), the left-well probability P L
σ (t) can be

written as

P L
σ (t) = 〈ψ(t)|ψ(t)〉Ln,σ =

N∑
k,k′=1

bkbk′ 〈k|k′〉Lσ e−i(Ek′ −Ek)t , (5)

where the upper index L indicates integration over the left well
only and bk is real. Since |ψ(t)〉n,σ can be approximated by a
few terms, the sum in Eq. (5) can be approximated by a few
terms as well. From direct numeric calculation, we find that
most of the states can be approximated by either two or three
eigenstates, with few exceptions.

Say, initially, we choose an initial state entirely in the left
well: P L(t = 0) = 〈ψ(0)|ψ(0)〉Lσ = 1, where the upper index
L denotes the integration over the region on the left side of the
barrier, i.e., x � (L + w)/2. For t > 0, the tunneling process
begins so that the probability P L(t) decreases with time and
reaches its first minimum value P L

min at time t = �T . The
tunneling rate is conveniently determined by [58] R = 1/�T ,
where the Planck’s constant has been normalized to unity:
� = 1. Defining �P = 1 − P L

min, we see that �P is the portion

that tunnels to the right side of the barrier. The rate R and
tunneling probability �P characterize the tunneling process
completely.

Similarly, one can choose an initial state that is lo-
calized in the right-hand side of the barrier: P R(t = 0) =
〈ψ(0)|ψ(0)〉Rσ = 1, examine the time evaluation P R(t), and
determine the tunneling rate accordingly. Due to symmetry
we have P L

σ = P R
σ̄ , so it is necessary to focus only on

the tunneling from the left side for spin-up and spin-down
states to obtain a complete picture of the quantum tunneling
dynamics.

III. RESULTS

A. Polarization of spin wave functions associated
with confined states

To gain intuition we first study confined states in the
absence of any potential barrier for the rectangular geometry.
Representative results are shown in Fig. 2(a), where the
profiles of the probability density in the horizontal direction
for electrons with different spins are presented. From Fig. 2(a)
we observe that the confined states are not polarized, i.e., the
spin-up and spin-down wave functions are nearly identical in
their spatial distributions in the entire domain. The small dif-
ference between the spin-specific wave functions diminishes

−L/2 0 L/2

|ψ
n| σ2

  [
a.

u.
]

 

 

−L/2 0 L/2
x

|ψ
n| σ2

  [
a.

u.
]

 

 

Spin up
Spin down

(b)

(a)

FIG. 2. (Color online) Representative confined eigenstates asso-
ciated with spin-up (red/solid curves) and spin-down (blue/dashed
curves) electrons: (a) Probability density profile of the 5849th
eigenstate at y = D/2 without a potential barrier, where it extends
in both potential wells. (b) Probability density profile of the 5860th
eigenstate at y = D/2 with a potential barrier of height V0 = 0.766t

and width w = 2.5a at x = 0 (represented by the gray rectangle).
In (b) there is spin polarization, i.e., spin-up electrons reside in
the right well and spin-down electrons reside in the left well. The
corresponding eigenenergies are E5849 ≈ 0.6819t for (a) and E5860 ≈
0.6924t for (b). The insets in both panels show the corresponding
LDS patterns in the entire domain. Note that the wave functions
have a zigzag appearance because they are plotted for both graphene
sublattices, denoted by A and B. (A plot of the wave function on one
sublattice would appear more smooth.)
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for E → t , where t is the nearest-neighbor hopping energy in
the graphene lattice.

We next investigate the case where there is a narrow
potential barrier at the center of the rectangular graphene flake.
A surprising phenomenon is that, due to a combined effect of
electron-electron interactions and the potential barrier, there
are eigenstates in which the spin-up and spin-down electrons
become strongly polarized. For example, for the case shown
in Fig. 2(b), the spin-down (up) electrons tend to focus on
the left (right) side of the barrier only. While the case shown
in Fig. 2(b) corresponds to wave vector kx ≈ 2π/L, other
polarized states can be found for kx ≈ πn/L (n = 4,6, . . . ).
This polarization phenomenon occurs only for the original
eigenstates of even parity (n = 2,4,6, · · · ) in the absence of
potential barrier. For eigenstates of odd parity (n = 1,3,5, . . . )
originally, introduction of a potential barrier does not generate
spin polarization.

The polarized states appear in pairs. For example, if there
is a polarized state in which the spin-up electrons concentrate
on the left quantum well (spin-down electrons on the right
well), there will be a corresponding polarized state that
somewhat mimics a reflected version of the original state, e.g.,
represented by a wave function for which the spin-up electrons
concentrate on the right well. The energy difference between
the paired states are typically small. Figure 3(a) shows the
energy levels of the polarized-state pairs. The red and blue bars
with an arrow (indicating spins) located at the left or the right
side denote that the electrons are mainly polarized at the left
or the right quantum well, respectively. For the specific initial
condition used, the average local spin density is positive at the
right boundary, and negative at the left boundary. Because of
the repulsive Coulomb interaction between the electrons, the
polarized state with spin-up electrons residing at the right well
has a lower energy, while its counterpart has a higher energy.
Typical polarized states are shown in Figs. 3(b) and 3(c).

|ψ
n,

n+
1|2 σ

x

|ψ
m

,m
+

1|2 σ

n n+1 m m+1index

E
ne

rg
y

E
m+1

E
m

E
n+1

E
n

(a) (b)

(c)

FIG. 3. (Color online) (a) Eigenenergy levels versus the eigen-
state index. The red and blue bars with up and down arrows,
respectively, represent a pair of polarized states (n = 5760 and m =
5765), where the corresponding eigenenergies are En = 0.6203t ,
En+1 = 0.6204t , Em = 0.6235t , and Em+1 = 0.6237t . The black bar
without any arrow corresponds to a nonpolarized state. (b) and (c)
Probability densities for the polarized state pairs (n, n + 1) and (m,
m + 1), respectively. Note that the energy difference for each pair is
quite small.

The accumulation of edge states contributes to the polarized
average spin density (magnetic moments) of the graphene
sheet. When polarization of the confined states emerges, the
polarized magnetic moments remain approximately the same.
The reason is that, for each pair, the magnetic moments of the
polarized states nearly cancel each other.

The basic physical mechanism for the emergence of the lo-
calized spin-polarized states can be understood by employing
the Dirac equation [44–50]:

− ivF [σ · p + Ṽ ]ψ = Eψ, (6)

where vF is the Fermi velocity of electrons in graphene, σ =
(σx,σy,σz) are the Pauli matrices, the components of the spinor
wave function ψ = [ψA,ψB ] correspond to the pseudospins
that characterize whether the electron resides on sublattice A

or B, respectively, and the term Ṽ represents the mean-field
potential due to a combined effect of the barrier potential and
the edge potential caused by the intrinsic magnetic moments
of spin electrons. It can be demonstrated that the Coulomb
repulsive interaction leads to antiferromagnetic steady states
(mostly edge states) at the graphene sublattices, with net
spin-up electrons residing on the zigzag boundary on one
side, while spin-down electrons residing on the other zigzag
boundary. These steady states can in turn be regarded as
an effective potential that breaks the left-right reflection
symmetry. However, this symmetry breaking can be subdued
as a shift of the system. When a potential barrier is applied,
it introduces into the system a natural reference point that
makes this shift unlikely, yielding spin-polarized confined
states. These states often appear in pairs so that their magnetic
moments cancel each other. Details of the solutions of the
Dirac equation and their physical analysis are presented in
Sec. IV.

B. Tunneling rate and probability of spin-polarized states

When a potential barrier is placed in a closed domain,
electrons can tunnel through from one side of the barrier
to another. For graphene systems, a systematic method for
numerically calculating the tunneling rate has been developed
recently [58] in the single-electron, tight-binding framework.

Our numerical computation reveals a striking phenomenon:
when electron-electron interactions are present, the tunneling
probability �P , the portion of the state that can tunnel into
the other side of the barrier, can be extremely small, e.g.,
�P ∼ 10−4, as shown in Fig. 4(a). This should be contrasted
to the case of single-electron tunneling, where the value of �P

is on the order of unity, as shown in Fig. 4(b). Corresponding
to the extremely small values of �P , the tunneling rate
1/�T that characterizes the “speed” of tunneling assumes
also extremely small values. The reason that �P can be
so small for electrons with Coulomb interactions lies in the
emergence of the spin-polarized states. In particular, in a
single-electron tunneling system, because of the left-right
reflection symmetry, the eigenfunction also has even or odd
symmetry, and the probabilities for the electron to reside in
the left and right wells are equal. When renormalizing the left
part of the wave function for the situation where the electron
initially is located in the left well, the symmetry stipulates
that the electron will eventually tunnel to the right side as
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FIG. 4. (Color online) Tunneling rate 1/�T versus �P for the rectangular graphene billiard for two cases where (a) there are electron-
electron interactions as described by the Hubbard model and (b) there is only a single electron in the system.

there is no mechanism to contain it only within the left well.
However, for the many-body case where electron-electron
interactions are present, the graphene zigzag edges at the
opposite boundaries bear different magnetic moments, positive
on one side and negative on the other side. Spin-up and
spin-down electrons will then “feel” different potentials at
the boundaries, leading to the left-right reflection symmetry
breaking and, consequently, to the emergence of spin-polarized
states. For example, consider an eigenstate associated with
spin-up electrons residing mostly in the left well. Because it
is an eigenstate, the time evolution of the probability in the
left well P L will be a constant and approximately equal to
1. That is, it is a spin-polarized and localized state. We can
then deduce that, for spin-up electrons in the left well initially,
the associated state will have a significant component in the
spin-polarized states, with a high probability P L in the left
well at all times resulting in extremely small values of �P .
For comparison, we have also computed the tunneling rate
for the single-electron case, as shown in Fig. 4(b). In this case,
while the tunneling rate can be small, the tunneling probability
�P is generally large. We note that, in addition to the strongly
localized states, there are also states that are less localized,
resulting in relatively larger values of �P . These states can be
either spin polarized or nonpolarized.

A careful examination of Fig. 4(a) reveals that the data
points can be categorized into three classes, depending on
the patterns of their distribution in the (1/�T,�P ) plane.
These different tunneling behaviors correspond to distinct time
evolutions of the probability P L(t) for electrons in the left well.
In particular, for classes I and II in Fig. 4(a), PL(t) is a cosine
function, while for class III, PL(t) is a zigzag curve. In Sec. IV
we develop a theory to understand the distinct behaviors in the
time evolution of PL.

C. Regularization of tunneling by chaos

Our understanding of the spin-polarized confined states in
the rectangular graphene indicates that many-body interactions
are key to the emergence of such states. These states have
a significant effect on the quantum tunneling dynamics.

Especially, for the rectangular graphene billiard, not only
can the tunneling rate be negligibly small (corresponding
to large values of �T ), but also the tunneling magnitude
�P . While our analysis suggests that other physical factors,
such as the potential barrier and the pseudospin degree of
freedom of graphene, also play a role in the formation of the
localized spin-polarized states, many-body interactions are the
single most important factor. This is because, without such
interactions, the tunneling rate and magnitude can typically be
appreciable in graphene systems of the same geometry [58].
Does this mean that, in any realistic graphene system where
many-body interactions are inevitably present, tunneling is
far less likely? If this were the case, it would be difficult
to develop a graphene-based tunneling device. Here we shall
show that this difficulty can be overcome by taking advantage
of classical chaos. In particular, we demonstrate that, when the
geometry of the domain is such that the corresponding classical
dynamics is chaotic, both the tunneling rate and magnitude can
be significantly enhanced, suggesting that chaotic geometries
are favorable if fast and sizable tunneling is needed when
developing graphene tunneling devices. Since the effective
geometrical shape of the domain can be modulated by external
means, such as atomic probe [84] or gate voltage, control of
quantum tunneling dynamics in the presence of many-body
interactions can be achieved by using chaos.

Figure 5 shows the tunneling rates for a stadium-shaped
and a bowtie-shaped graphene billiards, where the latter is
fully chaotic in that all classical periodic orbits are unstable.
As compared with the rectangular billiard, for both types of
chaotic billiards, the points in the plot of the tunneling rates
1/�T versus �P in Fig. 5 are more concentrated in both
dimensions. The concentration is more compact for the bowtie
billiard (the “more chaotic” domain). More specifically, some
pronounced features of Fig. 5 are the following.

First, as compared with the rectangular domain, the tun-
neling rates associated with the chaotic domains are greatly
enhanced, e.g., from about 10−6 in Fig. 4 to about 10−4 in
Fig. 5. Comparing Fig. 5(a) with 5(b), we see that overall, the
tunneling rates for the more chaotic bowtie billiard are even
larger.
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FIG. 5. (Color online) Tunneling rates versus �P for chaotic geometries: (a) Stadium and (b) bowtie graphene billiards. The green dashed
horizontal line indicates the separation of the two classes of spin-polarized (lower) and unpolarized (upper) states. The black solid up- and
down-triangles correspond to the typical LDS patterns in each class for spin-up and spin-down states, respectively.

Second, the range of �P is reduced in the chaotic cases
in the sense that, as compared with the rectangular domain,
the minimum value of �P is larger and its maximum value
becomes smaller. For the stadium and bowtie domains, the
ranges are from 0.1 to 0.9 and from 0.2 to 0.8, respectively.
A common feature is that the localized states with extremely
small values of tunneling rate no longer exist. In fact, the
maximal local spin densities are comparable for all three
types of domains: 0.1565, 0.1507, and 0.1691 for rectangular,
stadium, and bowtie billiards, respectively. Thus, the nearly
perfect spin-polarized states in the integrable domain have
been effectively eliminated by chaos!

Third, for the integrable case, as shown in Fig. 4, the points
in the plot of 1/�T versus �P are grouped into three classes.
For both types of chaotic domain, as shown in Fig. 5, the points
only belong to two classes. The first class is for 1/�T ∼ 10−2,
which is similar to case III for the rectangular domain in that the
eigenstates are not polarized but distributed equally between
the left and the right wells. It might be tempting to regard
the lower points in Fig. 5 (especially in the side panels) as
corresponding to some sort of spin-polarized states. However,
in contrast to the rectangular case in which the states are either
antiphase (class I) or having identical phases for A and B atoms
(class II), the eigenstates for the chaotic cases do not have such

a clear cut for the relative phases, but assume randomized
values between 0 and π .

We conclude that, when electron-electron interactions are
taken into account in a graphene system, chaos cannot only
regularize the tunneling rate as in situations where such
interactions are neglected [58,65,73], but also regularize the
polarization and mix the relative phase between the states
associated with the two distinct sublattices.

In realistic quantum devices, nonhyperbolic dynamics
with mixed phase space [33–43] can be expected to arise
typically. Here we investigate the tunneling dynamics in
classically nonhyperbolic systems in the presence of electron-
electron interactions. We choose the mushroom billiard, a
mathematically proved nonhyperbolic system [74], as shown
in Fig. 1(d). A potential barrier is placed along the vertical
symmetric line. Figure 6 shows the tunneling rate 1/�T

versus �P . The points are scattered in three regions, which
are separated by the horizontal dashed lines. The middle and
the lower parts are similar to the two regions for the chaotic
cases in Fig. 5. Specifically, the middle part corresponds to
nonpolarized states, while the lower part corresponds to the
polarized states. The upper region, which is absent for both
integrable and chaotic cases, corresponds to the integrable
part of the mushroom billiard in the stem region. From Fig. 6
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FIG. 6. (Color online) Tunneling rates versus �P for the nonhyperbolic mushroom billiard. The green dashed horizontal lines indicate the
separation of the data points into three different classes. The middle and lower classes correspond to the chaotic components. The upper class
is originated from the stem of the mushroom billiard. The black solid up- and down-triangles correspond to the LDS patterns for spin-up and
spin-down states in the right-side panels, respectively.

the minimum value for �P is about 0.3, which is larger than
those for both chaotic cases. For the mushroom billiard, the
classical periodic orbits generally cross both the left and the
right parts, thus strong polarized states are less likely to form,
leading to relatively larger values of �P . These results are
quantitatively similar to those in absence of electron-electron
interactions [65].

IV. THEORY

A. Emergence of polarized states: Mean-field theory

The unit cell of the honeycomb lattice of graphene has
two nonequivalent carbon atoms, A and B, resulting in two
Dirac points in the wave vector space: K (K ′) = (2π/

√
3a0, ±

2π/3a0). In the vicinity of a Dirac point, the dispersion relation
is linear: E = ±�vF |k|, where vF is the Fermi velocity of
electrons in graphene, and k denotes the deviation in the
momentum from the Dirac point. Neglecting the coupling
between the two Dirac points, the quantum dynamics of
the quasiparticles in graphene are described by the Dirac
equation [44–50], Eq. (6). The electron-electron interaction
can be treated by the mean-field Hubbard Hamiltonian. In
particular, the states of electrons of spin σ are affected by the
mean-field electron density of the opposite spin 〈ni,σ 〉. This
density has appreciable values only at the zigzag edges and
it is in fact exponentially small inside the domain [Fig. 7(a)].
As a result, effectively the electron-electron interaction can be
described by the following square potential function εσM(x)
[Fig. 7(b)]:

M(x) =
⎧⎨
⎩

+M0, x < �l

−M0, x > L − �l

0, otherwise,
, (7)

where εσ = ε↑(↓) = +1(−1) for spin up (down), M0 is the
effective value of (U 〈nσ (σ )〉) close to the zigzag boundary, U

is a parameter characterizing the Coulomb interaction in the

mean-field Hubbard Hamiltonian, and �l ∼ a is the width of
the effective potential. Note that the effective potential felt
by the spin-up and spin-down electrons are opposite to each
other. The overall potential for spin σ electrons can thus be

FIG. 7. (Color online) (a) Illustration of a rectangular graphene
domain of length L and width D with a potential barrier in the
middle. The zigzag and armchair edges are along the x and y

axes, respectively. The filled red (blue) circles at the right (left)
zigzag boundaries denote the positive (negative) magnetic moments,
the radii of which represent the strength of the spin density.
(b) The effective potential profile Ṽ↑(x) at the position y = D/2
for spin-up electrons, where the positive and negative potentials near
the boundaries represent the strength of the respective spin density,
which approach the value of M0 (−M0) at the left (right) zigzag edges
in (a). The effective potential for spin-down electrons is reversed at
the boundaries as compared with that for spin-up electrons.
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expressed as Ṽσ = V (x) + εσM(x), and the mean-field Dirac
Hamiltonian near the Dirac point K (K ′) is given by

HK (K ′),σ = vF

(
Ṽσ −i∂x ∓ ∂y

−i∂x ± ∂y Ṽσ

)
. (8)

For notational clarity, we shall use small letters ε, ṽ, and m

to denote the energy E, potential Ṽ , and M divided by �vF .
Note that the Hamiltonian with the effective potential εσM(x)
no longer has the left-right reflection symmetry. However,
it has the combined symmetry of simultaneous reflection
and spin interchange. It is thus only necessary to consider
spin-up electrons, because the states of spin-down electrons
can be obtained straightforwardly by the symmetry operation
ψ↓(x) = ψ↑(−x).

For the K (K ′) valley, the bulk eigenstate of the Dirac
Hamiltonian Eq. (8) is given by [85]

[ψ (′)
A ,ψ

(′)
B ]T = eik·r [1, ∓ e±iφ]T

associated with energy E = ±�vF |k|, or ε = ±|k|, where φ =
tan−1 ky/kx . Under the influence of the total potential Ṽ , the
wave vector in the x direction becomes

kx =
√

(ε − ṽ)2 − k2
y.

The solutions of the Dirac equations for the armchair or zigzag
graphene nanoribbons can be found in Refs. [48,86]. For the
armchair boundaries, the wave vector ky is related to the
length D in the y direction by ky −→ kn = nyπ/D − 4π/3a0,
where ny = 0, ± 1, ± 2, . . . . For an armchair nanoribbon, kn

is thus independent of the potential Ṽ and kx , and the wave
function in the y direction can be separated as [ψA,ψB]T =
eikny[φA,φB]T , where(

φA

φB

)
=

( 1
εγ

[aγ (kn − z)ezx + bγ (kn + z)e−zx]
aγ ezx + bγ e−zx

)
. (9)

The coefficients aγ and bγ in Eq. (9) represent the amplitudes
of the wave function in the region γ and εγ = ε − ṽ is the
relative energy, where γ = L,R,C stand for the left, the right,
and the central barrier regions, respectively. For confined and
edge states, we have z = kx and z = ikx , respectively.

For zigzag graphene ribbons, the wave vector kx parallel to
the armchair edges couples with kn if the potential ṽ is equal
to zero or a constant. In this case, the relationship between the
two wave vectors in orthogonal directions is given by [86]

(kn − z)/(kn + z) = exp(∓2Lz),

for the K (K ′) point, respectively. A simplified condition
of kx for confined states can be rewritten as [48,86] kx =
± tan−1(kx/kn) for the K (K ′) valley.

We first focus on the solution in the K valley and the case
without central barrier. In this case, kn is determined by the
width D of the domain but, due to the effective potential M(x)
close to the zigzag boundaries, it is infeasible to obtain an
exact expression for kx . Note that the width of this potential
�l is typically much smaller than the length L of the device
and is also smaller than the wavelength in the x direction. The
following approximations can then be justified. In particular,
we assume that the ratio between the wave amplitude is a
constant: aγ /bγ = −1, and the potential ṽ is also a constant
for the whole system, which are valid for the case without the

central potential barrier. Within distance �l to the boundaries
x = −L/2 and L/2, the wave function can then be written as(

φA

φB

)
≈ aγ

( 1
εγ

[−2z + 2knzx]
zx

)
(10)

by first-order linear approximation. In these regions, the
only difference from the case where the effective potential
is absent lies in the wave vector or the wavelength, i.e.,
k±
x = √

(ε ± m) − k2
n. Since what matters here is only the

phase change in the wave function, we can assume that the
wave vector is unchanged but the length of this potential
region is changed, say from �l to �̃l± for the right and left
boundaries, respectively. We have

�̃l± = (kx/k±
x )�l.

As a result, the wave vectors kγ takes on the same value as
for the case without the potential m and the only difference is
the change in the effective width �l. In particular, at the left
boundary, �l shrinks to �̃l− and, at the right boundary, �l

expands to �̃l+. This is illustrated in Fig. 8(a) in the zoom-in
insets, which show the comparison between the real wave
function (black solid curve) and the effective wave function
(red dashed curve) in the potential regions. Based on these
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FIG. 8. (Color online) (a) Illustration of the shift in the wave
function caused by the effective potential M(x). The black solid
vertical lines are the actual domain boundaries. The gray dashed
lines represent the effective boundaries. The black solid curves show
the actual probability of an evenly confined spin-up state without the
potential barrier, and the red dashed curves represent the effective
wave function after the “shift.” (b) and (c) Antiphase and in-phase
wave functions for sublattice A and B, respectively, where red
circles represent the simulation results from the mean-field Hubbard
Hamiltonian and the gray solid and dashed curves are predictions from
theory [Eqs. (9), (11), and (13)]. The boundary shift is δ = 0.032a.
The wave function mode in the y direction is chosen to be ny = 16
for (b) and ny = 112 for (c). The numerical results are from the
(arbitrarily chosen) states n = 5547 and 5548 for (b) and n = 5568
and 5569 for (c).
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observations, we can effectively transform the system into
a new system without potential m, but with the boundaries
shifted by a displacement δ1(2), as shown schematically
in Fig. 8(a). The effective boundary displacement can be
determined as

δ1 = �l − �̃l− and δ2 = �̃l+ − �l.

The physical meaning is that the wave functions of spin-up
electrons are shifted toward the right (positive axis) by the
amount δ = (δ1 + δ2)/2. We shall see that, because of this
relative shift, when a potential barrier is placed in the middle
of the domain, the equivalent system with shift breaks the left-
right reflection symmetry, which is the key to the emergence
of spin-polarized states. Note that, if the energy ε is close
to the potential value m, the wave vector k−

x will be purely
imaginary and the wave function near the left boundary has an
exponential form, which differs from a normally propagating
wave function. But this does not affect our analysis.

Next, we consider the case where a potential barrier is
placed along the symmetric line of the domain and provide
an explanation for the emergence of the spin-polarized states.
To be concrete, we choose a narrow potential barrier of width
w = 2.5a = 0.016L and place it at x = 0. From the above
analysis, x = 0 is no longer the center of the equivalent

system, as the boundaries have been shifted to the right
by the displacement δ so that the widths of the left- and
right-side quantum wells become W1 ≈ (L − w)/2 − δ and
W2 ≈ (L − w)/2 + δ, respectively. Equivalently, the electron-
electron interaction system with a symmetric double-well
structure can be transformed into a single-electron system with
asymmetric double wells.

For an asymmetric double-well system, the standard
wave functions for graphene [Eq. (9)] satisfy the boundary
conditions: φL

A(B)(−L1/2) = φR
A(B)(L2/2) = 0, where L1,2 =

2W1,2 + w. We obtain

bL = −aLe−ikxL1 and bR = −aR k−
n

k+
n

eikxL2 , (11)

where k±
n = kn ± ikx , kn = nyπ/D − 4π/3a0, and kx is to be

determined. The continuity conditions at the barrier interfaces
are

φL
A(B)(−w/2) = φC

A(B)(−w/2),

φR
A(B)(w/2) = φC

A(B)(w/2).

When Eq. (11) is applied, the equations of a =
[aL,aR,aC,bC]T can be reorganized as A · a = 0, with A given
by

A =

⎛
⎜⎜⎜⎜⎝

ε′
ε

[k−
n e−ikxw/2 − k+

n e−ikx (−w/2+L1)] 0 −k−
n e−iβw/2 −k+

n eiβw/2

e−ikxw/2 − e−ikx (−w/2+L1) 0 −e−iβw/2 −eiβw/2

0 ε′
ε

[k−
n eikxw/2 − k−

n e−ikx (w/2−L2)] −k−
n eiβw/2 −k+

n e−iβw/2

0 eikxw/2 − k−
n

k+
n
e−ikx (w/2−L2) −eiβw/2 −e−iβw/2

⎞
⎟⎟⎟⎟⎠ , (12)

where β = √
k2
n − ε′2, ε′ = v0 − ε, and v0 = V0/�vF is the barrier height. In order to have nontrivial solutions of a, the matrix

A should satisfy the condition det |A| = 0, which in turn solves the only unknown parameter kx . In general, a pair of solutions
can be found near 2nπ/L, where n is an integer corresponding to the mode number in each quantum well. The final step in our
analysis is to obtain the coefficients a. Solving for aL/aR , we obtain their relative values as

aL = ε′

ε
k−
n [1 − e−ikx (w−L2)] − (kn + β)

[
1 − k−

n

k+
n

e−ikx (w−L2)

]
,

(13)

aR = e(ikx+β)w

{
ε′

ε
k−
n

[
1 − k+

n

k−
n

eikx (w−L1)

]
− (kn + β)[1 − eikx (w−L1)]

}
.

The relative values of bL,R can be obtained from Eq. (11).
With these coefficients, the wave function in the x direction
can be obtained from Eq. (9).

These theoretical predictions can be compared with nu-
merical results from the mean-field Hubbard Hamiltonian for
spin-up wave functions, as shown in Figs. 8(b) and 8(c). We
obtain a good agreement.

There are several issues associated with experimental
realizations. One is the size of the potential barrier. In our
simulation, we set the width of barrier to be 0.4 nm, which
may be too small for a gate potential to be applied, as the
current experimental techniques would allow the minimum
width of top gate to be about 10 nm [87]. Nonetheless, based on
the theoretical prediction in Eq. (13), the spin-polarized state
is not affected by the width of the central potential barrier:
it only depends on the ratio of barrier width w and device

length L. This allows an experimental study of the localization
phenomenon if we enlarge w and L proportionally so that w

is sufficiently large, say 15 nm. Another consideration is that
the barrier in an experimental realization may not be a square
potential but with small deformations. This, however, does not
present any serious challenge because the spin-polarized states
are stable due to the edge magnetic moments. As a result, the
polarized states can still exist and similar regularization effects
of chaos should persist.

B. Tunneling rate of spin-polarized states

From Eq. (4) we have the time evolution of the wave
function |ψ〉n,σ . Then, the left-well probability P L

σ (t) is given
by Eq. (5). Since |ψ(t)〉n,σ can be approximated by a few terms,
the sum in Eq. (5) can be approximated by a few terms as well.

224301-10



QUANTUM CHAOTIC TUNNELING IN GRAPHENE SYSTEMS . . . PHYSICAL REVIEW B 90, 224301 (2014)

ψ
↑,

k,
k′

 [a
.u

.]

x

ψ
↑,

k,
k′

 [a
.u

.]
x

0 100 200 300 400 500 600
0

1

t

P
L ↑

 

 

0 2 4 6 8 10

x 10
4

0.996

1

P
L ↑

 

 

Exact computation
Theory

ψ
↑,

k,
k′

,k
′′ [a

.u
.]

x

0 1000 2000 3000 4000 5000
0.6

1

P
L ↑

 

 

ΔP

ΔT

ΔP

ΔT

(b)

(a)

(c)

ΔP

ΔT

k=5692

k′=5664

k′′=5732

k=5858

k=5826

k′=5823

k′=5857

FIG. 9. (Color online) Time evolutions of P L(t) for spin-up
states corresponding to n = 5858 (a), 5826 (b), and 5692 (c), and
their projected states with the corresponding weighting coefficients.
The green dashed-dotted curves are fitted from Eq. (15) (a) and (b)
and Eq. (16) (c).

From direct numerical calculation, we find that most of the
states can be approximated by either two or three eigenstates,
with few exceptions. Particularly, for classes I and II (e.g.,
Fig. 4), we can approximate |ψ〉k,σ by two eigenstates only:

|ψ〉k,σ ≈ bk|k〉σ + bk′ |k′〉σ ,

and the expansion coefficients satisfy the relation

b2
k + b2

k′ ≈ 1. (14)

In this case, |k〉σ and |k′〉σ are symmetric pairs: |k(−x)〉σ ≈
|k′(x)〉σ , as demonstrated in Figs. 9(a) and 9(b). We then have

〈ψ |ψ〉k,σ = 〈ψ |ψ〉Lk,σ = 1 ≈ bk〈ψ |k〉Lσ + bk′ 〈ψ |k′〉Lσ .

Comparing this equation with Eq. (14), we get 〈ψ |k〉Lσ ≈ bk ,
and 〈ψ |k′〉Lσ ≈ bk′ . Note that 〈ψ |k〉Lσ ≈ bk is equivalent to
|k〉Lσ = bk|ψ〉Lσ , as the former can be obtained by multiplying
〈ψ |Lσ to the latter. Similarly, we have |k′〉Lσ = bk′ |ψ〉Lσ . Sub-
stituting these relations back into Eq. (5), we obtain the time
evolution of left-side probability as

P L
σ (t) ≈ b2

k〈k|k〉Lσ + b2
k′ 〈k′|k′〉Lσ + 2bkbk′ 〈k|k′〉Lσ cos (�E · t)

= b4
k + b4

k′ + 2b2
kb

2
k′ cos(�E · t), (15)

where �E = Ek′ − Ek . Note that 〈k′|k′〉Lσ is not zero because
the integration is with respect to the left well only. Thus, the
P L

σ (t) curve is a standard cosine-type function. At t = 0 we
have P L

σ = b4
k + b4

k′ + 2b2
kb

2
k′ = (b2

k + b2
k′)2 ≈ 1. We see that

P L
σ (t) reaches its first minimum at �T = π/�E, which is

P L
σ = b4

k + b4
k′ − 2b2

kb
2
k′ = (

b2
k − b2

k′
)2

.

As a result, the tunneling probability into the right well is given
by �P = 4b2

kb
2
k′ .

To validate our approximation, we select two typical states
(k = 5858 and 5826) that can be well approximated by two
eigenstates, |k〉σ and |k′〉σ , calculate bk and bk′ , and compare
the approximate result Eq. (15) with the accurate result Eq. (5)
of the time evolution of P σ

L (t), as shown in Figs. 9(a) and 9(b).
We observe a good agreement.

Both type-I and type-II classes have the cosine time
evolution of P L

σ , but they are well separated in the 1/�T,�P

plane. The main reason lies in the phase difference between
the wave functions on the sublattices A and B. Particularly,
the phases can have π difference, or they can be the same, as
illustrated by the eigenwave functions in Figs. 9(a) and 9(b).
Due to the phase differences, the energy difference �E (thus
the tunneling rate R) differs as well. For the eigenwave
functions with antiphase with respect to A and B, the energy
difference is considerably smaller than that for the case of
identical phases, resulting in the separation exemplified in
Fig. 4(a).

For class III pattern, the quantity |ψ(t)〉k,σ can be approxi-
mated by three eigenstates,

|ψ〉k,σ ≈ bk|k〉σ + bk′ |k′〉σ + bk′′ |k′′〉σ ,

where bk′′ is comparable to bk′ , and they are smaller than bk .
Normalization condition requires

b2
k + b2

k′ + b2
k′′ ≈ 1.

For this class, the states are generally not polarized and they
distribute approximately evenly in the left and the right well.
We thus have

〈k|k〉Lσ ≈ 〈k′|k′〉Lσ ≈ 〈k′′|k′′〉Lσ ≈ 1/2.

Substituting this relation into Eq. (5), we obtain the time
evolution of the left-well probability as

P L
σ (t) ≈ b2

k〈k|k〉Lσ + b2
k′ 〈k′|k′〉Lσ + b2

k′′ 〈k′′|k′′〉Lσ + 2bkbk′ 〈k|k′〉Lσ
× cos (�E′ · t) + 2bkbk′′ 〈k|k′′〉Lσ cos (�E′′ · t)

≈ 1/2 + 2bkbk′ 〈k|k′〉Lσ cos (�E′ · t)

+ 2bkbk′′ 〈k|k′′〉Lσ cos (�E′′ · t), (16)

where �E′ = Ek′ − Ek , �E′′ = Ek′′ − Ek , bk , 〈k|k′〉Lσ , and
〈k|k′′〉Lσ can be determined numerically. A representative case
is shown in Fig. 9(c) with both accurate result in Eq. (5) and the
approximation in Eq. (16). It can be seen that the approximated
results agree with those from the exact calculation reasonably
well. For more complicated cases that have four and more
large coefficients of bk , the above approximation method
is still valid, which has been verified by direct numeric
calculations.

V. CONCLUSION AND DISCUSSION

A fundamental problem in nonlinear dynamics and quan-
tum physics is the manifestation of classical chaos in quantum
systems in the presence of many-body interactions. This issue
has been studied but only for nonrelativistic quantum sys-
tems [66–69]. We address this problem in relativistic quantum
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mechanics using graphene systems in the setting of resonant
tunneling, where the electron-electron Coulomb interactions
are described by the mean-field Hubbard Hamiltonian. A
resonant tunneling system consists of two symmetric potential
wells separated by a potential barrier, and the geometric
shape of the whole domain can be chosen to generate
integrable or chaotic dynamics in the classical limit. By
calculating a large number of eigenenergies and eigenstates,
we uncover a class of localized spin-polarized states with
near-zero tunneling in the classically integrable systems (e.g.,
those of rectangular domains). The physical origin of the
spin-polarized states can be attributed to the a combined
effect of electron-electron interaction, the pseudospin free-
dom of graphene sublattices, and the potential barrier. Note
that the localization phenomenon is somewhat similar to
the general localization effect in one-dimensional fermion
systems, i.e., the addition of an arbitrary weak barrier at
a given point effectively freezes the tunneling through the
barrier [88]. However, the underling mechanism in our case is
different.

We show that the traditional quantity to characterize
quantum tunneling dynamics, namely the tunneling rate, is
inadequate for describing the tunneling behavior associated
with the localized spin-polarized states. In fact, the tunneling
strength is also necessary. For the spin-polarized states, not
only can the tunneling rate be negligibly small, but also the
tunneling strength. For these states, the spin-up and spin-down
electrons are separated in space by the potential barrier. As a
result, if an electron occupies a spin-up state, it will remain so
for all times. This should be compared with the case of absence
of many-body interactions, where the tunneling strength can
typically be much larger.

When the geometry is changed so that the classical
dynamics becomes chaotic, the spreads in both the tunneling
rate and strength are greatly suppressed. The states with
extremely small tunneling rate and strength are effectively
removed. Study of three representative systems with a chaotic
component in the classical limit indicates that a more chaotic
system has a stronger ability to regularize the tunneling dy-
namics. The main message is then that chaos can significantly
enhance the tunneling process in realistic situations where
electron-electron interactions are present. This implies that

classical chaos is capable of facilitating greatly relativistic
quantum tunneling, which is desirable in the development of
nanoscale devices such as graphene-based resonant-tunneling
diodes.

Finally, we wish to discuss and justify the mean-field
approach to solving the Hubbard model for graphene systems.
First, in Ref. [81], it was indicated that the self-consistent
mean-field approach is accurate when the Hubbard inter-
action strength U is not too large. In our study we used
U = 1.2t , which is well within the regime of validity of
the mean-field Hubbard model, i.e., U � 2t . Second, in
Ref. [83], the dynamical properties of edge state magnetism in
graphene systems were investigated. The results of static spin
polarization from the mean-field theory were also compared
with those from the quantum Monte Carlo (QMC) approach.
A main conclusion of Ref. [83] was that the results from
the two approaches agree with each other well in terms of
the static properties. With respect to dynamic properties, the
agreement holds but for narrow graphene ribbons. In general,
the Hubbard model is paradigmatic in that it really does
capture the electron-electron interactions in graphene systems
and the self-consistent mean-field approach is effective to
analyze the effects of the interactions. In fact, a recent paper
investigated edge spin polarization for large systems, e.g., 104

carbon atoms, and it concluded that if the environment time
scale τenv is much shorter than τqd , the system is pushed into
the same classical Néel-like state again and again. As a result,
the state cannot decay, which is known as the quantum Zeno
effect [89]. Furthermore, our results do not require perfect
spin polarization at opposite zigzag edges. In the presence of
quantum fluctuations, if there are noticeable remanent edge
magnetic states, which introduce left-right asymmetry to the
spin electrons, with the central potential barrier the eigenstates
will be spin polarized for the left and the right domains.
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