Can one hear the shape of a drum?" Kac raised this famous question in 1966, referring to the possibility of the existence of nonisometric planar domains with identical Dirichlet eigenvalue spectra of the Laplacian. Pairs of nonisometric isospectral billiards were eventually found by employing the transplantation method which was deduced from Sunada’s theorem. Our main focus is the question to what extent isospectrality of nonrelativistic quantum billiards is present in the corresponding relativistic case, i.e., for massless spin-1/2 particles governed by the Dirac equation and confined to a domain of corresponding shape by imposing boundary conditions on the wave function components. We consider those for neutrino billiards [Berry and Mondragon, Proc. R. Soc. London A 412, 53 (1987)] and demonstrate that the transplantation method fails and thus isospectrality is lost when changing from the nonrelativistic to the relativistic case. To confirm this we compute the eigenvalues of pairs of neutrino billiards with the shapes of various billiards which are known to be isospectral in the nonrelativistic limit. Furthermore, we investigate their spectral properties, in particular, to find out whether not only their eigenvalues but also the fluctuations in their spectra and their length spectra differ.

DOI: 10.1103/PhysRevE.101.032215

I. INTRODUCTION

The question of Kac [1] can be reformulated as follows: “Can the resonance frequency spectra of two or even more nonisometric drums be identical, that is, isospectral?”; see [2] for a detailed overview. The normal modes $U$ of a drum consisting of a rigid frame and a membrane fixed to it are obtained by solving the two-dimensional wave equation $(\frac{1}{2} \Delta + \omega^2)U(\vec{p} \in \Omega) = 0$ for the membrane with the Dirichlet boundary condition $U(\vec{p} \in \partial \Omega) = 0$, where $\Omega$ denotes the membrane domain and $\partial \Omega$ the boundary, i.e., the frame of the drum. Kac’s question is of particular relevance in the context of the inverse problem, i.e., the unambiguous characterization of a system based on the exclusive knowledge of its eigenvalue spectrum. Accordingly it triggered numerous intensive investigations in systems described by a wave equation which is mathematically identical to the one given above like, for example, the two-dimensional Helmholtz equation or the Schrödinger equation [3,4] for nonrelativistic quantum billiards (QBs). Furthermore, the studies were extended to bounded systems governed by such a wave equation with Neumann boundary conditions requiring the vanishing of the normal derivative $\partial_\nu U(\vec{p} \in \partial \Omega)$, and with mixed Dirichlet and Neumann boundary conditions [5,6]. In Refs. [7,8] necessary conditions were provided to be fulfilled by nonisometric billiards in order to be isospectral. After Kac posed his question numerous examples of isospectral higher-dimensional Riemannian manifolds were constructed [2]. However, Kac’s original question refers to isospectrality of planar domains. Based on Sunada’s procedure for finding isospectral manifolds [9], Gordon, Webb, and Wolpert [10] succeeded only in 1992 in constructing nonisometric two-dimensional billiards with identical eigenvalue spectra and thus to give a negative answer to Kac’s question. Using the method of transplantation of wave functions [11] they proved both Dirichlet and Neumann isospectrality of the renowned pair of billiards [12] shown in Fig. 1. One year later isospectrality was demonstrated for these billiards experimentally in flat microwave resonators of corresponding shape [13] for the first 54 eigenvalues. Generally, the nonisometric pairs of Dirichlet and Neumann isospectral domains constructed in the Euclidian plane are all nonconvex. Convex ones were designed in the hyperbolic plane, again by employing the transplantation method [14]. The essential ideas of the transplantation method are to compose the billiards by gluing together several copies of a base structure at straight parts of its boundary and to generate the wave functions of one billiard in terms of superpositions of translations of the wave functions in the interior of these building blocks. Here, the only requirement on the building block is that its boundary possesses three noncollinear straight-edge parts thus allowing the design of more involved geometries [15] than those shown in Fig. 1. Chapman [15] proposed a simple procedure for the construction of pairs of Neumann or Dirichlet isospectral billiards, namely the paper-folding method.

Buser [16] constructed nonisometric and isospectral billiards by using equilateral, right-angle, or acute-angle triangles as building blocks. In Ref. [17] isospectral billiards with a chaotic classical dynamics were realized by gluing together copies of a right-angle triangular building block.
with a circular hole and Dirichlet boundary conditions at the walls, and were investigated numerically and experimentally with flat microwave resonators. Similarly, isospectral billiards with a piecewise fractal boundary were achieved with a suitable choice of the building block [18]. In Refs. [19,20] the exterior Neumann scattering problem was analyzed in addition to the interior Dirichlet eigenvalue problem, and it was demonstrated that nonisometric isospectral billiards may be distinguished by measuring cross sections resulting from wave scattering off the boundary of the domains from the exterior. Yet, isoscattering quantum graphs can be realized based on the isospectral construction method developed in [21,22] by appropriately attaching leads either to isospectral graphs [23] or to certain open graphs [24,25]. This has been verified experimentally with microwave networks [26].

In the present article we consider nonisometric pairs of two-dimensional domains corresponding to isospectral QBs and address the following question: will the eigenvalue spectra still be identical if we replace the nonrelativistic Schrödinger equation with Dirichlet boundary conditions by the Dirac equation of a massless spin-1/2 particle confined to either of these domains? This question is of relevance in the field of relativistic quantum chaos which emerged recently [27–38] with the pioneering fabrication of graphene [39–41]; see also Refs. [42–44] for recent reviews. To obtain an answer, we analyzed neutrino billiards (NBs) of corresponding shapes which were introduced in the seminal work of Ref. [45] and given that name, even though they refer to massless spin-1/2 particles confined to a bounded planar domain. We came to the result that the eigenvalues of pairs of NBs with shapes shown in Fig. 1 and, in general, of pairs of nonisometric isospectral QBs do not coincide. We attribute this to the failure of the transplantation method, which has been used to construct all isospectral QBs, for NBs.

In order to get insight into the similarities and differences of the properties of NBs with such shapes in the ray-dynamical or semiclassical limit we investigated the fluctuations in the eigenvalue spectra and length spectra, which exhibit peaks at the lengths of the periodic orbits emerging in that limit. Since the eigenvalues of isospectral QBs coincide, also their spectral properties are identical. Furthermore, it could be shown that their length spectra are the same [46]. This implies that the properties—such as the degree of chaoticity—of their classical dynamics are identical. The spectral properties of generic quantum systems with fully chaotic classical counterparts are well described by those of random matrices [47] from the Gaussian orthogonal ensemble (GOE) when time-reversal symmetry is preserved, and from the Gaussian unitary ensemble (GUE) when it is violated [48–50], whereas those of quantum systems with an integrable classical counterpart behave like Poissonian random numbers [51]. It was shown in [45] that NBs which do not possess any geometric symmetries are not time-reversal invariant, implying that their spectral properties coincide with those of random matrices from the GUE if the NB has the shape of a billiard with chaotic classical dynamics. Polygonal QBs like the ones analyzed in the present article may exhibit Poissonian, GOE, or nonuniversal intermediate statistics. The latter case occurs, e.g., for pseudointegrable billiards [52] of which the boundary comprises corners with angles that are rational multiples of π, like in the examples shown in Fig. 1. It was shown that, despite the presence of diffractive orbits originating from these corners, the length spectra of isospectral QBs are identical. Accordingly, the question arose how strong the effect of the corners is on the spectral properties of the corresponding NBs, especially, whether not only their eigenvalues but also the fluctuations in their spectra and the length spectra are distinct.

Section II briefly reviews the transplantation method which is generally used to construct nonisometric pairs of isospectral QBs with Dirichlet, Neumann, or mixed boundary conditions. In Sec. III we outline why the transplantation method is not applicable for NBs and then illustrate nonisospectrality in Sec. IV for various shapes which are known to correspond to isospectral QBs. The results on the spectral properties and length spectra are presented in Sec. V. Our findings are summarized and discussed in Sec. VI.

II. CONSTRUCTION OF NONISOMETRIC ISOSPECTRAL PLANAR QBs WITH THE TRANSPLANTATION METHOD

We illustrate in Fig. 1 how the billiard shown in (b) is obtained from that depicted in (a) by applying the transplantation method which was used to construct all known nonisometric and isospectral planar billiards and introduced by Bérand [11]. These are composed of several identical base tiles which have three noncollinear straight-edge parts, which either form common edges of, respectively, two of the building blocks or part of the boundary of the billiard. In the examples shown in Fig. 1 the building block is an equilateral right-angle triangle. The eigenenergies and eigenfunctions of the corresponding QB with domain Ω are obtained by solving the free-space Schrödinger equation and imposing either Neumann (N) or

![Fig. 1. Well-known pair of plane nonisometric, isospectral billiards[10], where Dirichlet conditions are assumed along the boundary. Domain 1 shown in (a) is constructed by successive reflections of the triangular building block A at respectively one of its three edges plotted as dashed, dotted, and solid lines. The numbers mark the corners. Domain 2 shown in (b) is obtained from (a) by applying the transplantation method as indicated in the building blocks T = a, b, ..., g, which yields its wave functions through a superposition of translations of those in the interior of the building blocks T = A, B, ..., G of domain 1. In some cases the latter need to be translated and reflected at one of their edges so that they are on top of the respective new building block and are accordingly denoted by T' [2,15].](image-url)
Dirichlet (D) boundary conditions or a mixture of them [5,6] on the wave functions along the boundary $\partial \Omega$,

$$\hat{H}_{\partial \Omega} \psi(r) = -\Delta_{x,y} \psi(r) = k^2 \psi(r), \quad r \in \Omega, \quad (1)$$

$$\psi(r \in \partial \Omega) = 0 \quad (D),$$

$$\partial_n \psi(r \in \partial \Omega) = 0 \quad (N), \quad (2)$$

with $k = \sqrt{2mE/h}$ denoting the wave number associated with the eigenenergy $E$. We consider here for the illustration of the transplantation method the case of hard-wall boundaries, that is, Dirichlet boundary conditions. The essential idea of this method is to construct the eigenfunctions of a billiard from those of a nonisometric one with the same boundary conditions by translating and superimposing the wave function components denoted by $\psi_T(r)$ if $r \in T$ with $T = A, B, \ldots, G$, while ensuring that their superposition fulfills the Dirichlet condition along the boundary of the new domain and is continuous and has a continuous normal derivative at the common edges of the building blocks. For example, to construct the wave function component in building block $a$ of the domain shown in Fig. 1(b) the three building blocks $D, E, G$ (and their wave functions) of that shown in (a) were moved to domain $a$ and arranged such that similar edges, that is, edges plotted as dashed, dotted, and solid lines, respectively, were on top of each other. For this the building block $E$ needed to be flipped about its dotted edge. Accordingly, it is denoted by $E$. This procedure corresponds to a unitary mirror reflection of a wave function about the associated edge so that the original and the new wave function are either symmetric or antisymmetric with respect to the mirror axis. Furthermore, since the Schrödinger equation satisfied by the wave functions in each building block of the original billiard is linear, any linear combination of translations of these wave functions will be a solution of it with the same eigenvalue. Hence, in order to construct billiards which are nonisometric with respect to the original one, yet have identical eigenenergies, linear combinations of the wave function components inside the building blocks need to be found which vanish along the billiard boundary and are continuous and have a continuous normal derivative at the common edges of the building blocks. In Ref. [15] Chapman introduced a simple procedure which corresponds to realizing the transplantation method by using paper folding and stacking. For this several copies of the original billiard shape are folded along the edges of the building blocks in various ways, stacked on top of each other, and then the wave functions are superimposed [2] where a minus sign is assigned to wave function components in building blocks which had to be folded in order to adjust the wave functions to the new building block. The billiard shown in Fig. 1(b) is obtained with the paper-folding method by taking three copies of the domain (a) [2,15].

III. FAILURE OF THE TRANSPLANTATION METHOD FOR NBS

In the relativistic case, the massless spin-1/2 particle is confined to a bounded two-dimensional domain in the $(x, y)$ plane by imposing boundary conditions on the two-component spinor $\psi = (\psi_1, \psi_2)$, where we chose those introduced in Ref. [45] for NBs. Defining the boundary $r(s)$ of the NB in the complex plane by $z(s) = x(s) + iy(s)$ through the arc-length parameter $s \in [0, L]$ with $L$ denoting the perimeter, confinement to the billiard domain is achieved with the boundary condition that there is no outward flux, yielding

$$\hat{n} \cdot \hat{f}(r(s)) = \hat{n} \cdot [\psi^\dagger \nabla_r \hat{H}_{NB} \psi] \big|_{\partial \Omega} = 0. \quad (3)$$

Here, $\hat{n}$ denotes the outward normal to the boundary and $\hat{f}(r) = c(\text{Re}[\psi^\dagger(r)(\dot{\psi}_1(r) - \dot{\psi}_2(r))], \text{Im}[\psi^\dagger(r)(\dot{\psi}_1(r) + \dot{\psi}_2(r))])$ the expectation value of the current operator $\hat{j} = \nabla_r \hat{H}_{NB}$ at $r$. Accordingly, the Dirac equation of neutrino billiards is given in terms of the wave number $k$, $E = \hbar c k$, by

$$\hat{H}_{NB} \psi = -i \left( \frac{\partial}{\partial x} + i \frac{\partial}{\partial y} \right) \psi - \frac{\hbar^2}{2m} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) \psi$$

$$= k \psi, \quad r \in \Omega, \quad (4)$$

$$\psi_2(s) = iB(s)e^{i\alpha(s)}\psi_1(s), \quad r \in \partial \Omega, \quad (5)$$

where $\alpha(s)$ corresponds to the angle of $\hat{n}(s)$ with respect to the $x$ axis at $r(s)$. We chose as in Ref. [45] for infinite-mass confinement $B(s) = 1$, which implies that the current flows for all eigenstates in the same rotational direction along the boundary. The boundary condition Eq. (5) links the wave function components $\psi_j(s)$, $j = 1, 2$ along the boundary.

The transplantation method uses the fact that a mirror symmetry of a QB implies that its wave functions are either symmetric or antisymmetric with respect to the associated symmetry axis, that is, fulfill there the Neumann, respectively, symmetry of a QB implies that its wave functions are either symmetric or antisymmetric with respect to the associated symmetry axis, that is, fulfill there the Neumann, respectively, symmetry of a QB. The construction of nonisometric isospectral billiard pairs with the transplantation method.
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Note that $\hat{H}_{NB}(-x, y) = \hat{H}^*_{NB}(x, y)$ and $\hat{H}_{NB}(x, -y) = \hat{\sigma}_2 \hat{H}^*_{NB}(x, y) \hat{\sigma}_2$, with the star denoting complex conjugation, that is, the effect of the unitary reflection operations $\hat{U}_x$ or $\hat{U}_y$ is equivalent to that of a generalized antiunitary operator of the form $\hat{T} = \hat{U} \hat{K}$ with $\hat{U}$ and $\hat{K}$ denoting a unitary operator and complex conjugation, respectively. Thus some of the reflected wave functions will have the properties $[\psi_1(-x, y), \psi_2(-x, y)] = \pm [\psi_1^*(x, y), \psi_2^*(x, y)]$ and $[\psi_1(x, -y), \psi_2(x, -y)] = \pm [\psi_1^*(x, y), -\psi_2^*(x, y)]$, respectively, i.e., will correspond up to a possible sign to the complex conjugates of the original wave functions, which comply with the boundary condition Eq. (5). However, since the operator $\hat{T}$ is not unitary this is not necessarily the case. Nevertheless, as can be seen from these relations, even in these cases the real and imaginary parts of the wave function components $\psi_1$ and $\psi_2$ transform differently under reflection as dictated by the boundary condition Eq. (5).

Furthermore, the Dirac Hamiltonian $\hat{H}_{NB}$ of a NB with two perpendicular symmetry axes is invariant under rotations by $\pi$. Accordingly, the components $\psi_1$ and $\psi_2$, resulting from two consecutive reflections of those in the interior of, e.g., the building block of domains 1 and 2 in Fig. 1 at the two perpendicular straight-line edges, and the original components would be symmetric and antisymmetric to each other, respectively, or vice versa with respect to a rotation by $\pi$ at the common corner. However, generally, a procedure consisting only of such rotations is not sufficient to realize pairs of nonisospectral isospectral billiards.

Failure of the transplantation method may be attributed to the additional spin degree of freedom which is not appropriately accounted for and to the chirality property which leads to the discrepancies under the reflection operation. Indeed, the direction of the flow at the boundary is fixed for all eigenstates of a NB by the choice of $B(s)$ in Eq. (5) and reversed when applying a reflection operation which would correspond to a change of sign of $B(s)$. Consequently, the construction of wave functions which fulfill the boundary conditions, that is, exhibit unidirectionality of the flow along the boundary, and are continuous and have continuous normal derivatives along the common edges of the building blocks is not possible through purely geometric operations. In the following section we report on the numerical analysis of two pairs of NBs with the shapes of isospectral QBs.

IV. NUMERICAL EVIDENCE OF NONISOSESPCTRALITY FOR NBS WITH THE SHAPES OF ISOSPECTRAL QBs

We used the boundary integral method for the computation of the eigenstates of the NBs since, in contrast to other numerical methods, it incorporates the boundary conditions and reduces the two-dimensional eigenvalue problem to an integral equation along the boundary. Yet, it is known that due to the presence of inner corners in polygonal QBs like the ones shown in Fig. 1, it is an intriguing task to obtain the eigenvalues with high precision. Accordingly, for comparison of numerical results and the test of accuracy we also used this method for the determination of the eigenstates of the corresponding QBs. In order to overcome the problems associated with corners present when using the boundary integral method we applied a regularization procedure [20,54]. For the interested reader it is reviewed in Appendix A. For the computation of the eigenstates of the corresponding NBs we employed the expanded boundary integral method [53]. Information on the case of NBs with corners and on the extension of the regularization procedure for QBs to NBs is provided in Appendix B.

We computed the first 1000 eigenvalues of QBs and NBs with the shapes of domains 1 and 2 in Fig. 1 solving Eqs. (A6) and (B6), where we chose the same number $N$ of Gauss-Legendre quadrature points for both cases. The former are known to be isospectral. Accordingly, we used the differences of the eigenvalues of the two QBs as an additional measure for the numerical accuracy for both cases and also in order to decide whether those between close-lying eigenvalues of the two NBs are due to numerical inaccuracy or indicate nonisospectrality. In panel (a) of Fig. 2 the first 20 eigenvalues of the two QBs and NBs are plotted. Here, the average value $k_0 = (k_{1,n} + k_{2,n})/2$ was subtracted from the associated eigenvalues. (b) The difference $\Delta k^{(a)} = (k_{1,n}^{(a)} - k_{2,n}^{(a)})$ versus $n$ of the first 1000 unfolded eigenvalues of the NBs with the shapes shown in Fig. 1. The number of quadrature points equaled $b = 80$. 
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TABLE I. Comparison of the first 20 eigenwave numbers obtained for the two shapes shown in Fig. 1 for the nonrelativistic and the relativistic cases, respectively.

<table>
<thead>
<tr>
<th>No.</th>
<th>Domain 1 Domain 2</th>
<th>Δ</th>
<th>Domain 1 Domain 2</th>
<th>Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.18706 3.18682</td>
<td>-0.00025</td>
<td>1.75309 1.75340</td>
<td>-0.00129</td>
</tr>
<tr>
<td>2</td>
<td>3.82432 3.82448</td>
<td>0.00016</td>
<td>2.28064 2.34326</td>
<td>0.06262</td>
</tr>
<tr>
<td>3</td>
<td>4.55001 4.54986</td>
<td>-0.00015</td>
<td>3.11267 3.03381</td>
<td>-0.07885</td>
</tr>
<tr>
<td>4</td>
<td>5.11373 5.11371</td>
<td>-0.00002</td>
<td>3.65205 3.65844</td>
<td>0.00639</td>
</tr>
<tr>
<td>5</td>
<td>5.93849 5.93844</td>
<td>-0.00001</td>
<td>4.09310 4.07982</td>
<td>0.01328</td>
</tr>
<tr>
<td>6</td>
<td>6.06938 6.06938</td>
<td>-0.00000</td>
<td>4.60576 4.76562</td>
<td>0.15986</td>
</tr>
<tr>
<td>7</td>
<td>6.51062 6.51061</td>
<td>-0.00001</td>
<td>4.98236 4.99969</td>
<td>0.01732</td>
</tr>
<tr>
<td>8</td>
<td>6.79453 6.79451</td>
<td>-0.00002</td>
<td>5.24984 5.16930</td>
<td>-0.08054</td>
</tr>
<tr>
<td>9</td>
<td>7.02485 7.02485</td>
<td>-0.00000</td>
<td>5.59598 5.44636</td>
<td>-1.4962</td>
</tr>
<tr>
<td>10</td>
<td>7.22599 7.22597</td>
<td>-0.00003</td>
<td>5.85172 5.90382</td>
<td>0.05210</td>
</tr>
<tr>
<td>11</td>
<td>7.56674 7.56673</td>
<td>-0.00001</td>
<td>6.17963 6.09573</td>
<td>-0.08390</td>
</tr>
<tr>
<td>12</td>
<td>7.96777 7.96772</td>
<td>-0.00005</td>
<td>6.43579 6.61390</td>
<td>0.17811</td>
</tr>
<tr>
<td>13</td>
<td>8.23207 8.23207</td>
<td>-0.00000</td>
<td>6.65991 6.73070</td>
<td>0.07080</td>
</tr>
<tr>
<td>14</td>
<td>8.40600 8.40600</td>
<td>-0.00000</td>
<td>7.02229 6.96273</td>
<td>-0.05956</td>
</tr>
<tr>
<td>15</td>
<td>8.71348 8.71340</td>
<td>-0.00008</td>
<td>7.27651 7.22720</td>
<td>-0.04931</td>
</tr>
<tr>
<td>16</td>
<td>9.13948 9.13947</td>
<td>-0.00000</td>
<td>7.67091 7.62805</td>
<td>-0.04286</td>
</tr>
<tr>
<td>17</td>
<td>9.21914 9.21908</td>
<td>-0.00006</td>
<td>7.79204 7.83741</td>
<td>0.04537</td>
</tr>
<tr>
<td>18</td>
<td>9.43037 9.43035</td>
<td>-0.00002</td>
<td>8.10593 8.00462</td>
<td>-0.10131</td>
</tr>
<tr>
<td>19</td>
<td>9.73885 9.73885</td>
<td>-0.00000</td>
<td>8.21310 8.21551</td>
<td>0.00241</td>
</tr>
<tr>
<td>20</td>
<td>9.89530 9.89530</td>
<td>-0.00000</td>
<td>8.30338 8.31231</td>
<td>0.00893</td>
</tr>
</tbody>
</table>

corresponding to triangles up and down, respectively, clearly deviate from each other except for a few cases like for \( n = 4 \) and \( n = 19 \). The obtained eigenwave numbers of the four billiards are listed in Table I. The distances between the eigenvalues of the QBs are all less than 0.0001 for \( n > 3 \), whereas in the NBs they are typically larger than 0.01. The reason for these deviations from zero cannot be attributed to the numerical inaccuracy of the eigenvalues; see Fig. 17. In Fig. 2(b) we show the differences of corresponding unfolded eigenvalues of domains 1 and 2. The distances are considerably larger than their numerical inaccuracy and typically of the order of \( \Delta \). Thus we may conclude that, in contrast to the QBs, the NBs with the shapes of domains 1 and 2 of Fig. 1 are not isospectral.

To corroborate these findings, we furthermore analyzed the eigenvalue spectra of NBs with the shapes of warped propellers [16] depicted in the insets in panel (a). Their isospectrality was demonstrated for the nonrelativistic case in [16].

Furthermore, computed wave functions. A few examples for the domains shown in Fig. 1 are plotted in Fig. 4. The top row presents the intensity distributions \( |\psi_n(r)|^2 \) for the states \( n = 1, 9, 19 \) of the QBs and the middle row the corresponding ones, \( |\psi_n(r)|^2 = |\psi_{1,n}(r)|^2 + |\psi_{2,n}(r)|^2 \) of the spinor wave functions \( \psi(r) = (\psi_{1,n}(r), \psi_{2,n}(r)) \) of the NBs. While the intensity distributions of the QBs exhibit clear nodal-domain patterns, this is not the case for the NBs, the reason being that the wave functions are real in the former case, whereas the spinor components \( \psi_j(r) \), \( j = 1, 2 \) of \( \psi(r) \) are complex [55,56]. Consequently, their absolute values at most possess nodal points, as illustrated for the 19th eigenstate in Fig. 5. Indeed, the real and imaginary parts of the two wave function components, which are depicted in the first and second row, obey along the boundary different boundary conditions, as can be checked by separating that for the wave function given in Eq. (5) accordingly. Furthermore, they exhibit nodal lines which are at distinct locations. This is demonstrated in Appendix C. Consequently, \( |\psi_j(r)| \), \( j = 1, 2 \) only vanishes at crossings of the nodal lines of its real and imaginary parts, as illustrated in the third row of Fig. 5. Note that, for this example, the imaginary part of \( \psi_1(r) \) is small compared to the real part, so that the structure of \( |\psi_1(r)| \) is similar to that of the latter. The fourth row shows the phases of \( \psi_j(r) = |\psi_j(r)|e^{i\arg(\psi_j)} \), \( j = 1, 2 \). The nodal points, where \( \arg(\psi_j) \) experiences a jump from \( 0 \rightarrow \pm \pi \) along the nodal lines of the imaginary part of \( \psi_j(r) \).
and from \(-\pi/2\) to \(\pi/2\) along those of the real part, are clearly visible.

In a NB boundary conditions are not imposed on the wave functions, but on the normal component of the current. Therefore, one should also consider the current structure inside the billiard. The modulus square of the current, \(|j(r)|^2\), associated with the states \(n = 1, 9, 19\) of the NBs with shapes shown in Fig. 1 is shown in the bottom row of Fig. 4. In contrast to the intensity distribution of the wave function it exhibits a clear structure which is formed by the vortices of the flow and is similar to that exhibited by the wave functions of the corresponding QB. Yet, as will be outlined in more detail in Sec. V, we were not able to identify eigenstates of the NB possessing a vanishing normal flow along the edges of all building blocks, which would be the analog of the trivial wave functions of the corresponding QBs mentioned at the beginning of Sec. II, one example being wave function no. 9 in Fig. 4, which corresponds to a combination of the lowest eigenstates of the individual triangular building blocks.

As visible in Fig. 4, the wave functions associated with the first eigenstate of the NBs have a strong support at the diffracting corners for the first eigenstate. The associated boundary wave function shown in Fig. 16 exhibits sharp peaks at the diffractive corners, which might induce a large numerical error in the determination of the corresponding eigenvalue when using Eq. (B4). However, as outlined in detail in Appendix B, the impact of these discontinuities on the numerical accuracy in the determination of the eigenstates is smaller for NBs than it is for QBs. This corroborates our assumption that the observed nonisospectrality may not be attributed to numerical inaccuracies.

V. FLUCTUATION PROPERTIES IN THE EIGENVALUE SPECTRAS OF THE NBs

We also investigated the spectral properties and the length spectra of the pairs of NBs and compared them with those of the corresponding QBs. In the latter case the spectral properties evidently coincide for each pair. Accordingly, a central question was whether not only the eigenvalues but also the fluctuations in the eigenvalue spectra are different in the relativistic case.

As mentioned in the Introduction, the spectral properties of QBs with shapes of domains 1 and 2 in Fig. 1 are nonuniversal. They had been studied in [57]. After removal of all trivial wave functions, which constituted about 13% of the 598 eigenvalues, the authors found good agreement with GOE statistics. This implies that the eigenvalue spectra are composed of regular eigenstates corresponding to the trivial wave functions and chaotic ones of which the wave functions are spread over the whole billiard area. The fact that the eigenvalues corresponding to the trivial wave functions can be simply taken out of the spectra to achieve good agreement with GOE implies that they are only weakly correlated with the nontrivial ones. Accordingly, a random matrix ensemble composed of eigenvalues from the GOE and Poissonian random numbers describes the spectral properties of the spectrum comprising all 598 eigenvalues [58–60] well.

We investigated the fluctuation properties in the eigenvalue spectra of NBs with these shapes and also of the pair of isospectral propellor billiards shown in the insets of Fig. 3(a). We analyzed short-range correlations in terms of the nearest-neighbor spacing distribution \(P(s)\) and the cumulative nearest-neighbor distribution \(I(s)\), and long-range correlations in
FIG. 5. Wave function components corresponding to the 19th eigenstate of the NBs with the shape of domain 1 in Fig. 1. From up to down are shown the real part, the imaginary part, and modulus and phase of $\psi_j = |\psi_j|e^{i\arg(\psi_j)}$, respectively. The left column shows the first component ($j = 1$) and the right one the second one ($j = 2$).

terms of the number variance $\Sigma^2(L)$ and the spectral rigidity $\Delta_s(L)$ [47] of the unfolded eigenvalues. Figure 6 shows the fluctuating part of the integrated spectral density, $N_{\text{fluc}}(k_n) = N(k_n) - N_{\text{Weyl}}(k_n)$ and Fig. 7 exhibits the results for the NBs with the shapes of domains 1 and 2 in Fig. 1. The curves for domain 1 (red full lines and triangles up) and domain 2 (green dashed line and triangles down) differ slightly but deviations are clearly visible. For the short-range correlations the spectral properties are close to the corresponding GUE curves, whereas notable deviations from GUE statistics are visible for the long-range correlations. To identify the origin of this behavior, we computed the associated wave functions and currents and found several which are strongly localized along classical periodic orbits that bounce back and forth between opposite sides as in the first example in Fig. 8 or between three or four sides as in the other three examples, that is, they exhibit the same feature as the bouncing-ball orbits in the stadium billiard [61] and thus might be responsible for the deviations of the spectral properties from GUE behavior observed in Fig. 7. Their presence is reflected by the slow oscillations visible in Figs. 2 and 6 and their effect on the spectral statistics is similar to that of the trivial eigenstates in the corresponding QBs.

To verify whether the deviations of the long-range correlations in Fig. 7 from GUE behavior are due to these bouncing-ball orbit type states, we accordingly compared

FIG. 6. Fluctuating part of the integrated spectral density of domains 1 (black) and 2 (red) shown in Fig. 1.

FIG. 7. Spectral properties of the NBs with the shapes of domains 1 and 2 shown in Fig. 1 (red [solid line histogram and triangles up] and green [dashed line histogram and triangles down], respectively). Shown are the nearest-neighbor spacing distribution $P_s(s)$, the integrated nearest-neighbor spacing distribution $I(s)$, the number variance $\Sigma^2(L)$, and the spectral rigidity $\Delta_s(L)$. The dashed lines, full lines, and dash-dotted lines show the corresponding curves for Poisson, GOE, and GUE statistics, respectively. The curves agree well with the turquoise ones which were obtained from level sequences composed of eigenvalues of random matrices from the GUE and a 6% admixture of Poissonian random numbers (see main text).
FIG. 8. $|\psi_{1,n}|$ (first column), $|\psi_{2,n}|$ (second column), and current (third column) for the eigenstates $n = 305, 335, 573, 808$ from up to down of the NB with the shape of domain 1 in Fig. 1. For this shape and also domain 2 we found many wave functions which are uniformly distributed over the whole billiard area, but also some which are localized on bouncing-ball orbits as illustrated in this figure.

We also analyzed the spectral properties of the propellor-shaped NBs. The results are shown in Fig. 9. Again, the curves for the two NBs differ; however, the deviations are smaller than in Fig. 7. In this case, we found good agreement with GUE statistics. Indeed, for this case the fluctuating part of the integrated spectral density shown in Fig. 10 doesn’t exhibit slow oscillations and we found only very few wave functions which are localized along bouncing-ball-like orbits.

It was demonstrated \cite{46} that trajectories in billiard (a) in Fig. 1 which hit the diffractive corners do not have a counterpart in billiard (b). Still, as expected for isospectral QBs, the length spectra—that is, the modulus of the Fourier transform of the fluctuating part of the spectral density, which exhibits peaks at the lengths of classical periodic orbits—coincide. This property is referred to as “isolength spectrality” and implies that there is a correspondence between the diffractive trajectories of the two billiards. It was identified and shown to be a consequence of the transplantation property used to construct all known planar isospectral billiards in Ref. \cite{46}. Thus such diffractive trajectories do not destroy isospectrality and isolength spectrality. In Figs. 11(a) and 11(b) we compare the length spectra for the NBs with the shapes of domains 1 and 2 in Fig. 1 and of the domains depicted in the insets of Fig. 3(a), respectively. They clearly confirm that NBs besides being nonisospectral do not possess isolength spectrality. In both cases, the pairs of NBs exhibit essentially peaks at the same positions, that is, periodic orbits of the same length, yet the amplitudes and, accordingly, the weights of their contributions in the ray-dynamical limit deviate considerably.
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VI. CONCLUSION

We have revisited Kac’s famous question for massless spin-1/2 particles confined to a planar domain. To be more explicit, we investigated the properties of the eigenvalues and eigenfunctions of nonisometric pairs of NBs which are known to be Dirichlet and Neumann isospectral in the corresponding nonrelativistic QBs and illustrate in detail that isospectrality and also isolength spectrality are no longer present in the relativistic case. For this, we performed numerical high-precision calculations using the expanded boundary integral method [53]. The quantization of billiards with the shapes of the domains shown in Figs. 1 and 3 is a challenging task, so that the achievement of the high accuracy exhibited, e.g., in Fig. 17 is not self-evident and corroborates the efficiency of that method. Isospectral pairs of QBs are constructed on the basis of the transplantation method. The origin of the failure of isospectrality in the corresponding NBs is due to that of this method, since it does not take into account the additional spin degree of freedom and the chirality property [45] for NBs. Actually, as outlined in Sec. III, the Dirac Hamiltonian with the boundary condition Eq. (5) for NBs is not invariant under mirror reflection. Thus the reflection operations applied in the transplantation method to the wave functions in the building blocks do not generate wave functions with the same eigenvalue except if two consecutive reflections are performed with respect to two perpendicular axes, which is crucial for the construction of nonisometric isospectral pairs of billiards.

The spectral properties of the pair of isospectral QBs shown in Fig. 1 were demonstrated to be well described by a random-matrix ensemble consisting of an admixture of eigenvalues of matrices from the GOE and of Poissonian random numbers accounting for chaotic eigenstates and the trivial ones, respectively. We found a similar behavior for the eigenvalues of the corresponding NBs, except that the spectral properties of the chaotic part of the eigenvalue spectrum coincides with those of matrices from the GUE and that the trivial eigenstates correspond to bouncing-ball modes. However, the spectral properties and also the amplitudes in the length spectra differ; that is, the pairs of NBs correspond to distinct relativistic quantum systems with differing ray-dynamical limits.

As mentioned in the Introduction, the field of relativistic quantum chaos arose with the fabrication of two-dimensional graphene sheets which exhibit relativistic phenomena in the vicinity of the touch points of the conduction and valence band [40,41], which are generally referred to as Dirac points. These features are attributed to the honeycomb lattice structure which is composed of two interpenetrating triangular lattices. At the touch points the electronic excitations are governed by a four-dimensional Dirac equation, comprising the Dirac operators for massless Dirac fermions associated with the two independent triangular lattices. On the grounds of Ref. [45], the spectral properties of chaotic graphene billiards (GBs) were expected to follow GUE statistics. Numerical and experimental studies, however, revealed that they coincide with those of time-reversal invariant chaotic systems, as is the case for nonrelativistic Schrödinger billiards [29,30,32–35,38]. These discrepancies result from the intervalley scattering at the boundary of GBs [30], which induces a mixing and thus a coupling of the two independent Dirac equations.

We investigated the spectral properties of a pair of GBs with the shapes considered in the article in the regions of the band edges and the Dirac point, respectively, and found that (i) like the corresponding NBs, they are not isospectral, and (ii) their spectral properties coincide with those of matrices from a random-matrix ensemble consisting of an admixture of eigenvalues of matrices from the GOE and of Poissonian random numbers, respectively. Here, the ratio of the lengths of both spectra is similar to that found for the NBs. The result (i) is at a first glance in contradiction to the general supposition that, in the vicinity of the band edges, in good approximation, the eigenvalues and wave functions of GBs are directly related to those of the corresponding QBs [37,38,62]. While the wave functions of the pair of GBs associated with the lowest eigenstates are similar to those of the corresponding QBs, their eigenvalues do not coincide. Yet, this approximation is expected to become inapplicable when the deviations between the shape of a QB and the honeycomb lattice, i.e., GB, fitted into it become resolvable by the waves excited inside the...
billiard. The two GBs with the shapes of the isospectral QBSs considered in the present article, constructed by cutting out the shapes from a honeycomb lattice, always have distinct structures at the edges and thus differing boundary conditions. According to our numerical results these differences induce nonisospectrality starting from the bottom of the eigenvalue spectrum.

In the present article we consider NBs guided by the Dirac Hamiltonian for massless spin-1/2 particles with the boundary condition Eq. (5). However, the particles may also be confined to a planar domain by imposing different boundary conditions [63], which may have different chirality properties so that naturally the question arises of whether isospectrality may be encountered in such relativistic billiards. We came in Sec. III to the conclusion that the answer is no for relativistic billiards. We came to the two squares and three triangles forming the shapes from a honeycomb lattice, always have distinct boundary conditions. In other numerical calculations the billiards were decomposed into subdomains with each one containing no more than one diffracting corner [67] and using as ansatz for the wave functions in these subdomains expansions in terms of Bessel functions as in Eq. (A1). Furthermore, to determine the superposition of the wave functions best approximating the eigenfunctions of the billiards an algorithm proposed in [68] was applied which avoids the singularities occurring when using the mode-matching method.

A standard method to compute the eigenvalues and eigenfunctions of a QB, of which the boundary is defined by an arc-length parameter and is composed of a finite number of $C^2$ arcs $\Gamma_1$, $\Gamma_2$, ..., $\Gamma_m$ bordered by $m$ corners at $r(\tilde{s}_i) = c_i$, $i = 1, \ldots, m$ with inner angles $\theta_i$ and of which the eigenfunctions satisfy Dirichlet boundary conditions, is to solve a boundary integral equation deduced from Green’s theorem [54,69,70],

$$\frac{ik}{2} \oint_{\partial \Omega} ds \, Q(s', s; k) u(s) = \chi u(s'), \quad (A2)$$

with

$$\chi = \begin{cases} 1, & r(s') \in \partial \Omega \setminus \{c_1, c_2, \ldots, c_m\}, \\ \frac{1}{2}, & r(s') = c_1, c_2, \ldots, c_m, \end{cases} \quad (A3)$$

and $u(s) = \hat{u}(s) \cdot \vec{\nabla} \psi[r(s)]$ denoting the outward normal derivative of the wave function $\psi[r(s)]$ and

$$Q(s', s; k) = -\hat{u}(s') \cdot \frac{r(s') - r(s)}{\rho(s', s)} H_1^{(1)}(k \rho(s', s)), \quad (A4)$$

where $H_1^{(1)}(k \rho(s', s))$ is the order-one Hankel function of the first kind and $\rho(s', s) = |r(s') - r(s)|$. Note that for QBSs the integrand of the boundary integral equation for the eigenstates has singularities so that, instead of analyzing the associated single layer equation, the double layer equation (A2) for the normal derivative of the wave function along the boundary is solved. It can be reduced to a matrix equation by discretizing the boundary parameter $s$ with appropriate quadrature points $\{s_1, s_2, \ldots, s_N\}$ and weights $\{w_1, w_2, \ldots, w_N\}$, yielding

$$u(s_j) = \frac{ik}{2} \sum_{j=1}^{N} Q^{(N)}(s_i, s_j; k) w_j u(s_j), \quad (A5)$$

This set of equations has a nontrivial solution if and only if

$$\text{det}[A^{(N)}(k)] = 0, \quad A^{(N)}_{ij}(k) = \delta_{ij} - Q^{(N)}(s_i, s_j; k) w_j, \quad (A6)$$

with $\delta_{ij}$ denoting the Kronecker $\delta$. We chose the Gauss-Legendre quadrature, which is known to provide for a given $N$ a more accurate approximation of line integrals than, e.g., an equidistant partition. The solutions are at discrete values $k = k_n, n = 1, 2, \ldots$, and $k_1 \leq k_2 \leq k_3 \cdots$. These are expected to approach the eigenvalues of the original Dirichlet problem with increasing discretization size $N$. An estimate of the required number of quadrature points $N$ is given by
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the number of $k$-dependent de Broglie wavelengths $\lambda_k = \frac{2\pi}{k}$ fitting into the perimeter $L$, $L/\lambda_k$. A measure for the accuracy of this procedure can be obtained either from the deviation of $|\det[A^{(N)}(k_i)]|$ or of the original boundary integral equation for the wave functions, from which Eq. (A2) was deduced, $\int_\Omega ds u(s)G(r', s) = 0$, from zero, with $G(r', r, k)$ denoting the free-space Green function. It, indeed, can be shown that, if the domain is piecewise smooth with no corners, $|\det[A^{(N)}(k)]|$ converges for $N \to \infty$ and its zeros coincide with the sought-after eigenvalues. Only under these conditions the integral kernel $Q(s', s; k)$ is continuous so that Fredholm’s theory applies, which guarantees this convergence. The reason is that the singularity of $H_1^{(1)}(k\rho(s', s'))$ is at $s' \to s$,

$$H_1^{(1)}(k\rho(s', s')) \to -\frac{2i}{\pi k\rho(s', s)} + \frac{k\rho(s', s)}{2} \ln \left[ \frac{k\rho(s', s)}{2} \right] + O(k\rho(s', s)).$$

(A7)

is compensated by the prefactor

$$\hat{u}(s') \cdot \frac{r(s') - r(s)}{\rho(s', s)} \to \frac{1}{2} k(s')\rho(s', s) + O(\rho(s', s)^2).$$

(A8)

Here, $\kappa(s)$ denotes the curvature of the boundary at $s$. However, the $1/\rho$ singularity of $H_1(k\rho)$ is not canceled when $r(s)$ and $r(s')$ approach each other from opposite sides of a corner, because of the discontinuity experienced by the normal vector $\hat{u}$ when changing from one side to the other one. Choosing, e.g., for a polygonal billiard like those shown in Fig. 1 the boundary parametrization such that the corner with interior vertex angle $\theta_i$ is at $\tilde{s}_i$, and the two straight-line segments bordering it are symmetric with respect to the $x$ axis, where the origin of the local coordinate system is chosen at $\tilde{s}_i$, then $r(s) = [\tilde{s}_i - s](\cos \frac{\theta_i}{2}, \sin \frac{\theta_i}{2})$ for $\tilde{s}_{i-1} < s < \tilde{s}_i$ and $r(s) = [s - \tilde{s}_i](\cos \frac{\theta_i}{2}, -\sin \frac{\theta_i}{2})$ for $\tilde{s}_i < s < \tilde{s}_{i+1}$. Since $\kappa(s)$ equals zero for both segments, $Q(s', s; k)$ vanishes when $s$ and $s'$ are along the same segment according to Eq. (A8), whereas for $\tilde{s}_{i-1} < s < \tilde{s}_i$ and $\tilde{s}_i < s' < \tilde{s}_{i+1}$ the prefactor is given by

$$\hat{u}(s') \cdot \frac{r(s') - r(s)}{\rho(s', s)} = -\frac{\epsilon \sin \theta_i}{\sqrt{\epsilon^2 + \epsilon'^2 - 2\epsilon\epsilon' \cos \theta_i}},$$

(A9)

with $\epsilon = \tilde{s}_i - s$ and $\epsilon' = s' - \tilde{s}_i$ which approaches $\cot(\theta_i/2)$ for $\epsilon \to \epsilon'$ and $\epsilon' \to 0$. Consequently, the Fredholm theory cannot be applied to prove that the matrix equation gives the correct eigenvalues with increasing $u$ [20].

The shapes shown in Fig. 1 exhibit diffractive corners with angles $\theta_i = 3\pi/2$ for $i = 2, 7$ and $\theta_i = 3\pi/4$ for $i = 1, 5$ in (a). In Fig. 12 we show two examples of the eigenvectors solving Eq. (A5), that is, of the normal derivatives $u(s)$ along the boundary, where the positions of the corners are marked as in Fig. 1. The boundary functions exhibit cusps at the diffractive corners corresponding to the arc lengths $s = \tilde{s}_i$, $i = 1, 2, 5, 7$ and less pronounced ones at the $\pi/2$ corners at $\tilde{s}_3$ and $\tilde{s}_4$. Yet, as clearly visible in Fig. 12 the curves for different values of $b$ coincide, the only exception being the diffractive corners 2 and 7, where they exhibit sharp peaks of which the heights increase with increasing distance of $s$ from the respective corner, that is, with increasing $b$. A closer look at the cusps reveals that the boundary functions approach zero for the diffractive corners at $\tilde{s}_1$ or $\tilde{s}_5$ and increase algebraically $\propto |s - \tilde{s}_i|^{-\delta}$ when approaching those at $\tilde{s}_2$ or $\tilde{s}_7$ from either side, where $0 < \delta < 1$. Actually, close to a corner with inner angle $\theta_i$, the solution of the integral equation (A2) with Eq. (A9) approaches $u(s \to \tilde{s}_i) \approx \frac{2\pi}{k_i(k \rho_{\tilde{s}_i})} \to |s - \tilde{s}_i|^{\theta_i - 1}$ [71] [see also Eq. (A1)] which is in accordance with our numerical results. Thus particular care has to be taken in the vicinity of the corners with $\theta_i = 3\pi/2$.

For boundaries with corners $|\det[A^{(N)}(k)]|$ approaches zero for all values of $k$ with increasing $N$ [20,54]. It has been shown that, nevertheless, the zeros of the ratio $|\det[A^{(N)}(k)]|/|\det[A^{(N)}(\epsilon)]|$ with $\epsilon \ll k_i$ converge to the correct eigenvalues with increasing $n$ thus justifying the use of the boundary integral method for their determination. This is illustrated in Fig. 13 for the first mode of domain 1 in Fig. 1 for $\epsilon = 0.02$ and a varying number $b$ of quadrature points in a wavelength. Here, the discretization was chosen on each straight-line segment such that the value of the smallest distance of the $s_i$ values from the corners decreases with increasing $b$. The curves are close to each other and the positions of the minima approach the same value $k^{(n)} = k^{(u)}_n$ with increasing $b$. Here, $k^{(u)}_n$ denotes the unfolded $n$th eigenvalue. Unfolding, i.e., the rescaling of the eigenvalues such that the
The corresponding boundary integral equation for \( \varphi(s) \) is deduced from Eq. (B4) by applying Eq. (5). Equation (B4) is transformed to a matrix equation by proceeding as described in Appendix A and discretizing the boundary parameter \( s \) using Gauss-Legendre quadrature,

\[
\det[A^{(N)}(k)]] = 0, \quad A_{ij}^{(N)}(k) = \delta_{ij} - \tilde{Q}^{(N)}(s_i, s_j; k)w_j. \tag{B6}
\]

Actually, to improve the precision of the eigenvalues we used the expanded boundary integral method which we developed in Ref. [53]. Like in the nonrelativistic case, the zeros of this equation are found by plotting the absolute value of either \( \det[A^{(N)}(k)] \) or of the eigenvalue \( \epsilon_{mn}(k) \) of \( A^{(N)}(k) \), which is closest to zero versus \( k \), and determining the positions of the minima, which yield the discrete solutions \( k_n \) of Eq. (B6) up to a numerical error. An estimate of the latter is provided by their deviations from zero. Similarly, it can be shown that these solutions converge with increasing \( N \) to those of the boundary integral equation (B4) for billiards with a smooth boundary. In fact, in distinction to the nonrelativistic case, the integrand of Eq. (B4) vanishes when \( s' \to s \), since the prefactors of \( H_0^{(1)}(k \rho(s', s')) \) and \( H_1^{(1)}(k \rho(s, s')) \) approach zero faster than their singularities diverge for \( \rho(s', s') \to 0 \) [53]. Yet, as in the nonrelativistic case, the singularities cannot be compensated by the respective prefactor when \( z(s) \) and \( z(s') \) approach each other from opposite sides of a corner, because \( \alpha(s' \to s) \) experiences a jump at the corner. Using the same notation as for Eq. (A9), \( \tilde{Q}(s', s; k) \) equals zero when both \( s \) and \( s' \) are chosen along the same side, whereas when \( s \) and \( s' \) are on opposite sides, i.e., \( \tilde{s}_i - 1 < s < \tilde{s}_i \) and \( \tilde{s}_i < s' < \tilde{s}_{i+1} \), the prefactor of \( H_0^{(1)}(k \rho(s', s')) \) equals \(-1 + e^{-i \theta} \) and that of \( H_1^{(1)}(k \rho(s, s')) \) equals

\[
[e^{i \theta} - i e^{-i \theta}] + e^{-i \theta} + \frac{(e - e')}{\sqrt{e^2 + e'^2 - 2 \epsilon e' \cos \theta}},
\]

with \( \epsilon = \tilde{s} - s \) and \( \epsilon' = s' - \tilde{s}_i \), which in contrast to the prefactor in Eq. (A9) approaches zero for \( \epsilon \to e' \) and \( \epsilon' \to 0 \), yet not sufficiently fast to compensate the \( 1/\rho \) singularity of \( H_1^{(1)}(k \rho(s, s')) \).

Figure 13 shows the ratio \( \det[A^{(N)}(k)]/\det[A^{(N)}(\epsilon = 0.02)] \) for the NB with the shape of domain 1 in Fig. 1 for different numbers \( b \) of quadrature points versus the unfolded \( k^{(u)} \). Unfolding was performed with the Weyl formula for NBs [45], \( k^{(u)} = N^{\text{Weyl}}(k_n) = \frac{4}{n^2}k_n^2 + \text{const} \), where the perimeter

\[
\begin{align*}
\text{FIG. 13. Ratio } |\det[A^{(N)}(k)]/\det[A^{(N)}(\epsilon)]| & \text{ versus the rescaled } k^{(u)} \text{ for domain 1 in Fig. 1 (see main text), with } \epsilon = 0.02 \text{ for different numbers } b \text{ of quadrature points in a wavelength.} \\
\end{align*}
\]

\[
\begin{align*}
\text{FIG. 14. Same as Fig. 13 for the corresponding NB.} \\
\end{align*}
\]
term \( \frac{\epsilon}{2\pi} b \) occurring in that for the corresponding QB [72] is absent. The different curves coincide and the positions of their minima converge to the same values \( k = k_n \) with increasing \( b \). This is demonstrated for the first 20 eigenstates in Fig. 15, which shows the deviations of the unfolded eigenvalues \( k_{n,b}^{(0)} \) and \( k_{n,b}^{(1)} \) with \( b \leq 80 \) denoting the number of quadrature points in a wavelength for the 20th eigenvalue. From light color to dark \((b, N) = (5, 72), (8, 114), (12, 170), (15, 212), (20, 278), (40, 555), \) and \((80, 1107)\).

FIG. 15. Illustration of the convergence of the solutions \( k_n \) of the boundary integral equation (B4) with increasing number \( N \) of quadrature points for the NB with the shape of domain 1 in Fig. 1. Shown is the difference between the unfolded eigenvalues of quadrature points for the NB with the shape of domain 1 in a smooth boundary with a high precision.

A, the boundary integral method including the regularization procedure yields the correct eigenvalues for the latter. Thus we may expect that the same holds for NBs. We, indeed, were able to compute the first 1000 eigenvalues with high accuracy with the expanded boundary integral method [53], as demonstrated in Fig. 17. There the absolute value of the smallest eigenvalue of \( \mathcal{A}(k_n) \) is plotted versus \( n \), which is supposed to equal zero at the eigenvalues \( k = k_n \) solving the boundary integral equation (B4). It takes values of the order \( 10^{-4} \) or less. Actually, according to our experience this accuracy is sufficient to obtain the eigenvalues of NBs with a smooth boundary with a high precision.

FIG. 17. Absolute value of the smallest eigenvalues \( \epsilon_{\text{min}}(k_n) \) of the matrix \( \mathcal{A}(k_n) \) defined in Fig. (B6) at the minima of \( | \det \mathcal{A}(k) | \) corresponding—within the numerical error—to solutions \( k = k_n \) of Eq. (B6) for a NB of the shape of domain 1 in Fig. 1(a). Their deviations from zero provide an estimate for the accuracy of the numerical evaluation of Eqs. (B4) and (B6). The number of quadrature points equaled \( b = 80 \).

FIG. 16. Same as Fig. 12 for the modulus of the first wave function component \( \psi_1(s) \) along the boundary.

APEXID C: ABSENCE OF NODAL LINES IN NBs

To demonstrate that the real and imaginary parts of the wave function components have nodal lines at distinct locations let us assume that \( \psi_1(r) \) has a nodal line denoted by \( \tilde{\Gamma} \), that is, that its real and imaginary parts vanish simultaneously.
along that curve, and choose perpendicular coordinates \((t, n)\) with \(t\) varying along \(\tilde{\Gamma}\) and \(n\) normal to it. Denoting the tangential vector to \(\tilde{\Gamma}\) by \(\hat{t} = \frac{[\beta(t), \cos \beta(t)]}{\sqrt{\sin^2 \beta(t) + \cos^2 \beta(t)}}\) and the normal one by \(\hat{n} = \frac{\cos \beta(t), \sin \beta(t)}{\sqrt{\sin^2 \beta(t) + \cos^2 \beta(t)}}\) with \(\beta(t)\) corresponding to the angle between \(\hat{n}\) and the \(x\) axis, and using \(\partial_t = \hat{t} \cdot \nabla\) and \(\partial_n = \hat{n} \cdot \nabla\), yields
\[
\partial_t \psi \pm i\hbar \partial_n \psi = e^{\pm i\beta(t)} (\partial_n \pm i\partial_t) \psi.
\]
(C1)

Since \(\psi_1(r)|_\Gamma = 0\) is constant along \(\tilde{\Gamma}\), we have \(\partial_t \psi_1(r)|_\Gamma = 0\). Transforming the Dirac Hamiltonian from Cartesian to \((t, n)\) coordinates and using these properties, Eq. (4) becomes
\[
k \psi_2(r)|_\Gamma = -i e^{i\beta(t)} \partial_t \psi_1(r)|_\Gamma,
\]
\[
0 = (\partial_n - i\partial_t) \psi_2(r)|_\Gamma.
\]
(C2)

From these equations we may immediately deduce that \(\psi_1\) and \(\psi_2\) cannot exhibit nodal lines simultaneously, since this would imply that \(\partial_t \psi_j(r)|_\Gamma = 0\) and \(\partial_n \psi_j(r)|_\Gamma = 0\) for \(j = 1, 2\). Hence, in this case, both wave function components vanish not only along a line, but in some region of the billiard area.

The second condition on the partial derivatives of \(\psi_2\) implies that it can only depend on \(\tilde{z} = n + it\). Applying the Dirac Hamiltonian in Eq. (4) twice to \(\psi\) yields with Eq. (C2)
\[
\left(\frac{\partial^2}{\partial t^2} + \frac{\partial^2}{\partial z^2} + \beta(t) \frac{\partial}{\partial t}\right) \psi_1(r)|_\Gamma = 0,
\]
\[
\left(\frac{\partial^2}{\partial n^2} + \frac{\partial^2}{\partial t^2} + \beta(t) \frac{\partial}{\partial n}\right) \psi_2(r)|_\Gamma = -k^2 \psi_2(r)|_\Gamma.
\]
(C4)

Summarizing, \(\psi_2\) can only have a nodal line when the normal derivatives of \(\psi_2\) are related according to the second of Eqs. (C2), and \(\psi_2\) itself is governed by the Schrödinger equation (C4) along \(\tilde{\Gamma}\) with the first of these equations and Eq. (5) as conditions along \(\tilde{\Gamma}\) and the billiard boundary, respectively, which, typically, is not the case.