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Quantum chaotic scattering in graphene systems in the absence of invariant classical dynamics
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Quantum chaotic scattering is referred to as the study of quantum behaviors of open Hamiltonian systems
that exhibit transient chaos in the classical limit. Traditionally a central issue in this field is how the elements
of the scattering matrix or their functions fluctuate as a system parameter, e.g., the electron Fermi energy, is
changed. A tacit hypothesis underlying previous works was that the underlying classical phase-space structure
remains invariant as the parameter varies, so semiclassical theory can be used to explain various phenomena
in quantum chaotic scattering. There are, however, experimental situations where the corresponding classical
chaotic dynamics can change characteristically with some physical parameter. Multiple-terminal quantum dots
are one such example where, when a magnetic field is present, the classical chaotic-scattering dynamics can
change between being nonhyperbolic and being hyperbolic as the Fermi energy is changed continuously. For
such systems semiclassical theory is inadequate to account for the characteristics of conductance fluctuations
with the Fermi energy. To develop a general framework for quantum chaotic scattering associated with variable
classical dynamics, we use multi-terminal graphene quantum-dot systems as a prototypical model. We find that
significant conductance fluctuations occur with the Fermi energy even for fixed magnetic field strength, and
the characteristics of the fluctuation patterns depend on the energy. We propose and validate that the statistical
behaviors of the conductance-fluctuation patterns can be understood by the complex eigenvalue spectrum of
the generalized, complex Hamiltonian of the system which includes self-energies resulted from the interactions
between the device and the semi-infinite leads. As the Fermi energy is increased, complex eigenvalues with
extremely smaller imaginary parts emerge, leading to sharp resonances in the conductance.
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I. INTRODUCTION

Quantum chaos is a field that explores the quantum
manifestations of various chaotic behaviors of Hamiltonian
systems in the classical limit [1–3]. In open Hamiltonian
systems, a fundamental type of chaotic behaviors is transient
chaos [4], which leads to chaotic scattering. Quantum chaotic
scattering, referred to as the study of quantum behaviors
caused by chaotic scattering in the corresponding classical
system [5–9], is highly relevant to a number of fields in
physics, such as atomic physics, condensed matter physics,
and acoustics.

The major characteristic that distinguishes a quantum
system from its classical counterpart is that in quantum
mechanics, the system is characterized by a nonzero value
of the Planck constant. Let h̄ denote the Planck constant
nondimensionalized by normalizing to characteristic length
and momentum values, so h̄ → 0 corresponds to the classical
limit, h̄ � 1 to the semiclassical regime, and h̄ ∼ 1 to the
fully quantum mechanical regime. To study the quantum
manifestation of classical Hamiltonian chaos, the semiclassical
regime is of particular importance because this is the regime
where both quantum and classical effects are relevant. Histor-
ically, of particular interest are signatures of chaotic scattering
when the same system is treated quantum mechanically in the
semiclassical regime [5–8].

The fundamental quantity characterizing a quantum scat-
tering system is the scattering matrix, or the S matrix, whose
elements are the transition amplitudes between quantum states
of the system before and after the scattering. The formulation

of the S matrix in terms of classical quantities had been of
great interest in chemical physics even before chaos started
attracting wide attention. The seminal contribution by Miller
[10], who obtained a formula for S-matrix elements in terms
of purely classical quantities in the semiclassical regime for
reactive scattering systems, became the fundamental tool in
the study of quantum chaotic scattering. Given a system
that exhibits chaotic scattering in the classical limit, the
S-matrix elements in the semiclassical regime exhibit random
fluctuations as some physical parameters of the system, such
as the energy of the scattering particle or the strength of
some externally applied magnetic field, change in a classically
small but quantum-mechanically large range. Depending on
whether classical scattering is hyperbolic or nonhyperbolic
[4], the statistical properties of the fluctuations in the S-
matrix elements can be quite distinct [5–9]. In particular,
the fluctuation patterns can be characterized by the energy-
correlation function, where a faster decay of the function from
unity as the energy difference is increased points to more
severe fluctuation patterns. In their seminal work, Blümel and
Smilansky [5] showed that the energy-correlation function is
related to the decay law of trajectories in the classical phase
space as Fourier-transform pairs. Thus, if classical trajectories
decay faster from the scattering region, the energy-correlation
function decreases more slowly from unity and vice versa.

A tacit assumption employed in previous works on quantum
chaotic scattering is that, as a physical parameter such as the
particle energy changes, the classical dynamics is invariant so
the decay law remains unchanged, rendering meaningful its
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Fourier transform. Such situations arise in physical systems,
for example, the transport of electrons through a quantum
dot in the absence of magnetic field where the corresponding
classical dynamics is essentially that of a open billiard and
so does not depend on the electron energy. However, when a
magnetic field is present, the characteristics of the classical
dynamics can change drastically with the particle energy. For
example, in an early work, Breymann, Kovács, and Tél studied
the chaotic scattering of charged particles in an open three-disk
billiard subject to a perpendicular magnetic field [11], which
is effectively a three-terminal quantum-dot system in the
presence of a magnetic field. Classically, since the Lorentz
force depends on both the particle energy and the magnetic
field, even for a fixed magnetic field strength the dynamics
will depend on the energy. We thus face a challenge that,
as the particle energy is systematically changed, there is no
unique classical correspondence. Quantum mechanically, the
scattering matrix elements will exhibit fluctuations with the
particle energy, but the Fourier-transform formula relating the
energy autocorrelation function and classical particle decay
law is no longer applicable. How can then the fluctuation
patterns be characterized and understood?

To investigate quantum chaotic scattering in lack of invari-
ant classical dynamics, in this paper we use quantum-transport
systems in two dimensions in the presence of a perpendicular
magnetic field as a paradigm. To be concrete, we shall study
multiple terminal (lead) graphene [12] quantum dots and focus
on the conductance that is a function of scattering-matrix
elements, as given by the Landauer formula [13,14]. For con-
venience, we call the quantum dot region excluding the semi-
infinite leads the device region. In the terminology of scattering
physics, such a region is called the scattering region, and we
shall use both terms quite arbitrarily in this paper. For a fixed
magnetic-field strength, as the Fermi energy of the conducting
electrons increases, the underlying chaotic scattering dynamics
in the classical limit can change its characteristics, and the
quantum conductance can exhibit significant fluctuations. We
find that the fluctuation patterns can be characterized and
understood by the behaviors of the complex eigenvalues of
the non-Hermitian Hamiltonian of the whole open system. In
particular, when the leads are not present so the quantum-dot
system is closed, the device Hamiltonian describing this closed
system is Hermitian so all eigenenergies are real. The effect of
a semi-infinite lead, however, can be treated by constructing the
corresponding self-energy through the nonequilibrium Green’s
function (NEGF) formalism [14]. When all the self-energy
terms corresponding to the multiple leads are combined with in
the device Hamiltonian, the resulting Hamiltonian is no longer
Hermitian but typically possesses complex eigenenergies.
We shall demonstrate that, even for our situation where
there is no unique classical dynamics, the magnitude of the
imaginary parts of the eigenenergies provides a reasonable
characterization of the conductance-fluctuation patterns. A
particular feature is that, when eigenvalues with extremely
small imaginary parts emerge, sharp conductance fluctuations
occur in a relatively abrupt fashion over small energy scales.

It is important to place our theoretical approach in a proper
context with respect to existing works in the quantum-chaotic
scattering literature. We note that examining the poles of
the S matrix associated with the non-Hermitian effective

Hamiltonian of the interior system is the standard way to
study quantum chaotic-scattering systems [15–19], which is
effectively a random-matrix based approach. In particular, in
the presence of a magnetic field where time-reversal symmetry
is broken, the non-Hermitian Hamiltonian can be regarded as
being drawn from the Gaussian unitary ensemble (GUE). The
effective random-matrix type of Hamiltonian can be written as
Heff = H − i�, where H is the Hermitian matrix describing
the scattering region and � describes the transition from the
scattering region to the leads. The complex eigenvalues of
Heff can then be used to characterize the poles of the S

matrix [15–19]. By performing the nonperturbative ensemble
averaging one can obtain the statistical properties of the S

matrix, e.g., the distribution of resonances widths, phase shifts,
and delay times, and so on. Especially, in the regime of
wide, overlapping resonances, the S-matrix elements behave
smoothly, while near a sharp resonance the S-matrix elements
will change abruptly. Because of the universality of the random
matrices in describing the quantum dynamics of classically
chaotic systems, closed or open, the random-matrix based
theory of quantum chaotic scattering is very general and
can reveal universal statistical properties of the underlying
system. The unique contribution of our work, however, lies in
an explicit construction of the non-Hermitian Hamiltonian,
e.g., the matrix �, in terms of the specific system under
consideration. Especially, in our approach, the matrix � is
nothing but the self-energies that quantify the effects of the
open leads on the otherwise closed Hermitian system through
the nonequilibrium Green’s functions, and such self-energy
terms can be calculated explicitly when the scattering system
is specified. Our approach, thus, is capable of yielding a
concrete form of the non-Hermitian Hamiltonian with respect
to any specific configuration of the scattering system, which
offers tremendous advantage in experimental design and actual
device development based on quantum chaotic-scattering
dynamics. As we demonstrate using chaotic graphene systems
under a perpendicular magnetic field, our approach is effective
for understanding the fluctuation properties associated with
quantum chaotic scattering even in the absence of invariant
classical phase-space structure.

In Sec. II, we describe our model of multiterminal graphene
quantum dots, study its classical phase-space structure, and
briefly review the NEGF method for quantum transmission or
conductance calculation. In Sec. III, we argue that the standard
semiclassical treatment breaks down due to lack of invariant
classical dynamics and then present an alternative theory based
on the spectral properties of the non-Hermitian Hamiltonian of
the open quantum-dot system. Numerical support is provided
in Sec. IV. Concluding remarks are offered in Sec. V.

II. MODEL

A. Classical dynamics

Without loss of generality, we use the symmetric, three-
terminal quantum-dot system as a prototypical model to ad-
dress the issue of conductance fluctuations in lack of invariant
classical dynamics. Classically, the system consists of a scat-
tering region and three semi-infinite leads separated angularly
by 2π/3, as shown schematically in Fig. 1. The scattering
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FIG. 1. (Color online) Geometry of a three-terminal quantum
dot system. The boundary of the device is denoted by the black
heavy lines. A perpendicular magnetic field is applied in the circular
region defined by the blue dashed lines. The system is made entirely
of graphene and the infinite ribbons have zigzag boundaries. The
corresponding classical dynamics is effectively that of an open billiard
system with three outgoing channels.

region is specified by the black heavy lines, the boundaries of
which consist of three circular arcs, where the centers of the re-
spective circles are located at the three corners of an equilateral
triangle, the coordinates of which are (−d/

√
3,d),(−d/

√
3, −

d),(2d/
√

3,0), respectively. The radius of each circle is r .
We assume that the quantum-dot system is made entirely of
graphene, so we choose the geometric parameters d and r

in terms of the lattice constant of graphene: d = 199a0 and
r = 110

√
3a0, where a0 = 1.42 Å is the distance between two

nearest-neighbor carbon atoms in graphene [12]. The boundary
walls are hard, rendering elastic scattering off the walls. The
semi-infinite leads are also assumed to be made of graphene. A
perpendicular magnetic field is uniformly applied in the
circular region enclosed by the blue-dashed circle in Fig. 1, the
radius of which is d/

√
3. Due to the dependence of the Lorentz

force on the particle velocity and, hence, on the particle energy,
the classical dynamics depends on the energy as well. This
means that, for the quantum-dot system, as the Fermi energy
is varied, the corresponding classical phase-space structure
will change [11]. In classical simulations, the electron moves
effectively in free space, so its energy is given by E = 1

2mv2

and the cyclotron radius is r = mv/eB, where m is the vacuum
mass of the electron and v is the Fermi velocity.

For a fixed magnetic field and a given energy, the chaotic
invariant set in the classical phase space can be numerically
calculated, as follows. Without collision with the wall, the
electron trajectory is a circle defined by the cyclotron radius.
Let (p,q) be the coordinates of the center of the circle, say,
before a collision. After the collision, it is only necessary to
calculate the new center coordinates in terms of those before
the collision and the system parameters. Let (xi,yi) be the
center of the boundary circle on which the collision occurs.
The angle between (p,q) and the collision point on the wall
with respect to (xi,yi) can be written as θ = θ (p,q,xi,yi).
The center coordinates of the electron cyclotron orbit after the
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FIG. 2. (Color online) For fixed magnetic field specified by
φ/φ0 = 0.0019, representative chaotic sets for four different values
of the energy: (a) E/t = 0.05, (b) E/t = 0.15, (c) E/t = 0.25,
and (d) E/t = 0.35, where p and q are the coordinates of center
points of the electron trajectory. We observe that the chaotic sets are
characteristically distinct.

collision, (p′,q ′), can be determined by rotating the point (p,q)
with respect to (xi,yi) by 2θ clockwise (or counterclockwise,
depending on the direction of the magnetic field). In particular,
we have

p′ = xi + (p − xi) cos (2β) − (q − yi) sin (2β),
(1)

q ′ = yi + (p − xi) sin (2β) + (q − yi) cos (2β),

where β = θ if the magnetic field is upward and β = −θ

for downward magnetic field. Since the system is open,
chaos is transient and the underlying chaotic invariant set is
nonattracting, which can be calculated, for example, by using
the sprinkler method [4]. Figure 2 shows, for a fixed magnetic
field specified by the magnetic flux φ, some representative
chaotic sets for different values of the Fermi energy, where
φ/φ0 = 0.0019 and φ0 = h/e = 4.136 × 10−15 T m2 is the
magnetic flux quanta. Here, for convenience of the quantum
calculations, we use the magnetic flux quanta to normalize the
magnetic flux. For graphene, the magnetic flux is φ = BS,
where S = 3

√
3a2

0/2 is the area of one honeycomb unit cell
composed of six carbon atoms. For convenience, the electron
Fermi energy is also normalized by the hopping energy in
the tight-binding model of the graphene lattice, which is t =
2.7 eV [12].

B. Calculation of quantum transmission and conductance

We use the NEGF formalism [14] to calculate the conduc-
tance of the multiterminal quantum-dot system. The Green’s
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function is defined as

(EI − H )G(E) = I, (2)

where H is the Hamiltonian of the whole system of device
and semi-infinite leads, E is the eigenvalue, and I is the
identity matrix. In order to calculate the various conductances
between different pairs of leads, we need to calculate the
Green’s function of the device itself under the influence of
the semi-infinite leads. The standard methodology is to
introduce the non-Hermitian self-energy terms associated with
the leads into Eq. (2). Let HD be the device Hamiltonian. For
three terminals, the NEGF of the device, GD(E), can then be
expressed by

GD(E) = [
EI − HD − �L1 − �L2 − �L3

]−1
, (3)

where �Li
,(i = 1,2,3) are the self-energy terms associated

with the three leads, respectively.
For the graphene device, the tight-binding Hamiltonian is

HD =
∑
〈i,j〉

−tij (c†i cj + H.c.), (4)

where tij = t is the hopping energy between the nearest-
neighbor sites of electrons, 〈i,j 〉 indicates that only the
nearest-neighbor pairs contribute to the whole energy, and
c
†
i and ci are the creation and annihilation operators on site i,

respectively. When a perpendicular uniform magnetic field is
applied, the hopping energy is modified to

tij = te−i2πφij , (5)

where

φi,j = 1

φ0

∫ i

j

A · dl

and A is the corresponding vector potential. At the hard-
wall boundaries of the device, as both the potential and
its first derivative are infinite, the coupling elements in the
Hamiltonian are zero. At the boundaries between the device
and the leads, since the leads are also made of graphene, the
coupling elements in the Hamiltonian matrix are finite and can
be written down explicitly.

The self-energy terms �Li
, which describe the effects of

leads on the transport property through the device, can be
solved self-consistently using a standard iteration procedure
[20]. In particular, utilizing a recursive method (to be described
below) to start from lead 1 (the “left” lead), we can calculate
the surface retarded Green’s functions of the three leads (gLi

)
using

gLi
= [E+I − H0 − H

†
c �̃]−1 i = 1,

gLi
= [E+I − H0 − Hc�]−1 i = 2,3,

(6)

where E+ = E + iη(η → 0+), H0 is the Hamiltonian of one
unit cell of the lead, Hc is the coupling matrix between two
neighboring unit cells, and � and �̃ are the so-called appropri-
ate transfer matrices which can be calculated iteratively [14].
The self-energy functions �Li

(E) are given by

�Li
= H

†
LiD

gLi
HLiD, (7)

where HLiD is the coupling matrix between the ith lead and
the device. The size of HLiD is nLi

× ND , where nLi
is the

number of atoms per unit cell of the ith lead and ND is
the total number of atoms in the device. Note that only the
elements associated with the boundaries between the device
and the leads are nonzero. The NEGF of the device can then
be obtained from Eq. (3).

The quantum transmission of the three-terminal quantum-
dot system is given by [14,20]

Tij (E) = Tr
[
�Li

GD�Lj
G

†
D

]
, (8)

where

�Li
= i

[
�Li

− �
†
Li

]
, (9)

and the subscript in Tij (E) indicates that the transmission
is from the j th lead to the ith lead. Corresponding to the
transmission Tij , the conductance can be calculated by using
the classic Landauer formula [13],

Gij (E) = 2e2

h
Tij (E). (10)

Due to rotational symmetry of the three-terminal quantum-
dot system, we discuss the transport properties between an
arbitrary pair of leads, e.g., from lead 2 to lead 1, i.e., T12(E)
and G12(E). The local density of states (LDS) at site i can be
obtained through

ni = − 1

π
Im[GD(i,i)], (11)

where GD(i,i) is the diagonal matrix element of the Green’s
function at the ith site.

When the device is large, e.g., with tens of thousands of
atoms, the device Hamiltonian matrix is also large and the
required computation for the Green’s function can become
quite demanding. We use the recursive Green’s function
(RGF) method to calculate the transmission in a layer-by-layer
manner. In particular, we divide the device into a large number
of graphene layers and calculate the Green’s function of each
layer. In so doing the effect of all other layers and the leads
are treated as some kind of self-energies. The advantage is
basically to replace computations of large matrix by those
associated with a large number of small matrices, leading to
marked improvement in the computational efficiency.

III. THEORY

A. Breakdown of semiclassical theory of quantum chaotic
scattering in lack of invariant classical phase-space structure

The fundamental quantity in the semiclassical theory of
quantum chaotic scattering is the energy-correlation function
of the S matrix. Let s(E) be an arbitrary element of the S matrix
S(E), which depends on the Fermi energy E. The energy-
correlation function is

C(
E) = 〈s∗(E)s(E + 
E)〉E
〈|s(E)|2〉 , (12)

where s∗(E) is the complex conjugate of s(E), 〈·〉E denotes
average over a classically small but quantum-mechanically
large energy interval, say, 
E , and 
E � 
E is a small energy
increment. The seminal result of Blümel and Smilansky in their
semiclassical treatment [5] is that C(E) can be calculated by
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the Fourier transform of the classical particle-decay law P (t),

C(
E) ∼
∫

P (t)e−i
Et/h̄dt. (13)

For fully chaotic (hyperbolic) scattering, particle decay from
the scattering region is exponential: P (t) ∼ e−κt , where κ

is the escape rate associated with the underlying transient
chaos [4]. Substituting the exponential-delay law into Eq. (13)
gives a Lorentzian type of energy-correlation function C(
E),
which is flat for 
E → 0 [5]. For nonhyperbolic chaotic
scattering where chaotic set and Kolmogorov-Arnold-Moser
(KAM) islands coexist so the decay law is algebraic [21],
C(
E) decreases fast from unity as 
E is increased from
zero [7].

We thus see that, while the semiclassical theory is powerful
for revealing the quantum manifestations of classical chaotic
scattering, Eq. (13) relies on the system’s possessing a well-
defined, unique particle decay law associated with the classical
scattering dynamics as the particle energy is changed. For
quantum-dot systems this is indeed the case in the absence
of any magnetic field. However, as demonstrated in Sec. II A,
when a magnetic field is present, the classical phase-space
structure changes with the energy, as does the particle decay
law. The formulation of the semiclassical theory of quantum
chaotic scattering, Eq. (13), no longer holds.

B. Spectral theory of quantum chaotic scattering in the
presence of magnetic field

A key quantity in determining the transmission or conduc-
tance through a quantum-dot system is the self-energy terms,
which effectively reduce an infinite open system to a finite one.
However, as can be seen from Eq. (7), the self-energy matrices
�Li

(i = 1,2,3) are not Hermitian, which is a consequence of
the coupling between quantum states in the device and the
continuum environment (leads) [22]. Nonetheless, the device
Hamiltonian HD describes a closed system specified by the
finite scattering region, as shown in Fig. 1, so it is Hermitian
and defines the following eigenvalue problem:

HDψ0α = E0αψ0α, (14)

where the subscript α denotes the eigenvalue index and the
eigenvalues E0α and the eigenfunctions ψ0α are all real. The
time evolution of an eigenfunction is governed by

ih̄
∂

∂t
ψ0α(t) = E0αψ0α(t), (15)

for which the solution is

ψ0α(t) = ψ0α(0)e−i
E0α
h̄

t . (16)

For the entire open quantum-dot system where electrons go
through the device from one lead to another, the Hamiltonian
is not Hermitian. The eigenvalue problem can be written as

[HD + �L1 + �L2 + �L3]ψα = Eαψα, (17)

where the eigenvalue Eα is complex and the eigenfunctions
ψα no longer form an orthonormal set. We can express the
energy as

Eα = E0α − 
α − iγα, (18)

where 
α represents the shift in the energy from the corre-
sponding value in the closed device system as caused by the

leads and γα is the imaginary part of the eigenvalue Eα . In order
to have a more quantitative expression for 
α and γα , we can
treat the self-energy terms as small perturbation and keep only
the first-order terms [9]. After some standard calculation we
can obtain


α + iγα ≈ −〈ψ0α|�L|ψ0α〉, (19)

where �L = �L1 + �L2 + �L3. We thus have

γα ≈ −Im(〈ψ0α|�L|ψ0α〉) = −〈ψ0α|Im(�L)|ψ0α〉, (20)

which shows explicitly that the imaginary part of Eα is induced
by the leads. Since the self-energy term �L represents the
coupling between the device and leads, only the boundary
parts of ψ0α contribute to the value of γα . This means that the
wave functions which describe delocalized states always have
a stronger coupling with the leads than those describing strong
localized states; that is, strongly localized states have much
smaller γα values than delocalized states. In previous works,
the quantity γα has been used in the study of conductance
fluctuations [22–24].

Our idea is that, even when the classical phase-space
structure varies with the Fermi energy (or any parameter, with
respect to which conductance fluctuations are examined) so
a semiclassical understanding is not available, the quantity
γα can be used to characterize and understand the fluctuation
patterns. To gain insights, it is useful to examine the origin
of sharp resonances in the conductance-fluctuation curve for
regular and chaotic dynamics in the classical limit. It has
been known that sharp conductance fluctuations in open,
nanoscale transport devices are typically caused by quantum
pointer states, resonant states of finite but long lifetime formed
inside the nanostructure [25,26]. These resonant states are
in fact a kind of Fano resonance [27]. For example, for a
quantum-dot system whose classical dynamics is regular or
contains a significantly regular component, there are stable
periodic orbits. If the dot geometry is closed, highly localized
states can form around the periodic orbits, forming quantum
scars [28]. When leads are attached to the quantum dot so the
system becomes open, some periodic orbits can still survive,
leading to resonant states or quantum pointer states. Since
the corresponding classical orbits are stable, the resonant
states can have long lifetime, leading to weak coupling with
the leads. As a result, narrow resonances can form about
the energy values that are effectively the eigenenergies in the
corresponding closed system. When a modification to the dot
geometry is introduced so the underlying classical dynamics
becomes fully chaotic, no stable periodic orbits can exist.
While scars can still be formed around classically unstable
periodic orbits in the closed system [28] (even in graphene
and Dirac fermion systems [29]), the corresponding resonant
states in the open system generally will have much shorter
lifetimes, effectively eliminating the narrow resonances in the
conductance fluctuation pattern.

The interplay between conductance fluctuations and quan-
tum pointer states, as discussed above, does not require an
invariant classical phase-space structure. Consequently, the
emergence of pointer states, mathematically characterized by
relatively small values of the quantity γα , provides a reasonable
way to understand the conductance-fluctuation patterns for
quantum-dot systems in the presence of a magnetic field.
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IV. RESULTS

Figure 2 shows that, in the presence of a magnetic field
of flux strength φ/φ0 = 0.0019, as the Fermi energy of
the electron is increased, the underlying chaotic set in the
classical limit changes markedly. The characteristics of the
conductance-fluctuation patterns then depend on the energy
value. An example is shown in Fig. 3, where we observe
quite distinct behaviors of the conductance fluctuations. For
instance, for energy values in a small interval about E/t =
0.05 [Fig. 3(a)], the normalized conductance is near unity and
there is hardly any fluctuation. However, for energy values
about, say, E/t = 0.25, there are sharp, resonance-type of
variations in the conductance, as shown in Fig. 3(c). We notice
that the corresponding chaotic invariant set for E/t = 0.25 is
much more extensive in the phase space than that associated
with E/t = 0.05. In fact, for high energy values, there are
large-size KAM islands in the phase space [11].

We now demonstrate that the local conductance-fluctuation
patterns exemplified in Figs. 3(a)–3(d) can be understood
through the imaginary part of the complex energy eigenvalue,
γα , as discussed in Sec. III. For clarity, we plot γα versus
Re(Eα) in units of t , where γα/t is on a logarithmic scale, as
shown in Fig. 4. We notice the following three features: (i) the
range of variation in γα/t is over six orders of magnitude, (ii)
a substantial fraction of large values of γα/t appear to follow
a curve that plateaus approximately for γα/t � 10−2, and (iii)
the eigenvalues with smaller imaginary parts begin to appear
for E/t ≈ 0.15.

Mathematically, the imaginary part of the complex eigenen-
ergy contributes an exponential decay factor to the wave
function. Physically, this means that the electrons entering
the device from one lead will eventually scatter out of the
device into leads, and the imaginary part of the eigenvalue is
effectively the inverse of the lifetime of electrons in a particular
state in the device [14]. Another physical significance of γα is
that it characterizes the width of Fano resonance that occurs
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FIG. 3. (Color online) [(a)–(d)] Normalized conductance (by
G0 = 2e2/h) versus the Fermi energy for our three-terminal graphene
quantum-dot system for small energy intervals around E/t = 0.05,
0.15, 0.25, and 0.35, respectively. The conductance-fluctuation
patterns differ markedly for different energy values, due to the
characteristic difference in the corresponding phase-space structure
(Fig. 2).

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
10

−8

10
−6

10
−4

10
−2

10
0

Re(E)/t

γ/
t

FIG. 4. (Color online) Imaginary part γα of the complex eigen-
value of the non-Hermitian Hamiltonian for the three-terminal
graphene quantum-dot system versus the real part, where γα is
represented on a logarithmic scale. The magnetic flux is φ/φ0 =
0.0019. The four vertical bands correspond to the four cases of
conductance fluctuations in Figs. 3(a)–3(d), respectively. For the first
band around E/t = 0.05, the values of γα are all large (about 10−2),
giving rise to the smooth conductance variation in Fig. 3(a). Much
smaller values of γα appear in the remaining three vertical bands,
leading to significant conductance fluctuations as in Figs. 3(b)–3(d).
The three colors in each band specify different ranges of the values
of γα/t .

commonly in quantum-dot systems [22]. From Fig. 3, we can
see that there are two kinds of fluctuations: smooth variations
and sharp fluctuations. The smooth variations are caused by
fully chaotic scattering and the values of the corresponding
transmission into all leads are of the order of unity, due to
coherent superposition of overlapping resonances. In terms
of the complex eigenenergy, the transmission in this case
corresponds to some poles with large imaginary parts. The
sharp fluctuations are caused by the strongly localized states
in the devices, for example, Fano resonances. The coupling
between such a strongly localized state and the leads is in
general quite weak so the imaginary part of Eα/t becomes
extremely small, typically on the order 10−3 ∼ 10−8. To verify
these features, we have calculated the LDS patterns for a large
number of energy values. For smooth transmission variations,
the LDS patterns are typically not localized in the scattering
region, as exemplified in Fig. 5(a). In fact, in this case,
boundary states prevail, a typical feature of graphene [12].
However, for sharp fluctuations in the transmission, highly
localized LDS patterns are common, examples of which are
shown in Figs. 5(b)–5(d).

We note that previous random-matrix theory predicts that, in
a quantum chaotic scattering system, the range of the statistical
distribution range of the imaginary part of the eigenenergy E is
broadened with increase in the real part [15]. Our results, such
as those in Fig. 4, are consistent with this prediction. We also
note that, in the presence of a vertical magnetic field, certain
sharp fluctuations of the S-matrix elements with energy can
be related to classical unstable periodic orbits [16].

The weak coupling between discrete states in the device
with continuum in the open leads, however, is not the only
condition under which Fano resonances may be observed. The
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FIG. 5. (Color online) Local density of states in the three-terminal
graphene quantum-dot system for different Fermi energies: (a) E/t =
0.05, (b) E/t = 0.1474, (c) E/t = 0.245, and (d) E/t = 0.355.

Fermi energy of electrons has to reach a threshold to activate
the first level of the discrete system (closed device), which can
be seen in the presence of a magnetic field because such levels
are in fact the Landau levels of the system [30]. From Fig. 4,
for example, extremely small values of γα start to appear
around Re(Eα)/t = 0.15, which is caused by the emergence
of the first Landau level about that energy. The pattern in
Fig. 5(b) is in fact one associated with the first Landau level at
energy E/t = 0.1474. As the energy is increased through the
second and third Landau levels, the physics remains the same
even though the scattering process becomes more complicated
due to chaos, phases change of paths, their superpositions, and
so on. These results indicate that the values of the imaginary
parts of the complex eigenenergies of the non-Hermitian
Hamiltonian explain well the conductance-fluctuation patterns
in the presence of a magnetic field, even when the underlying
classical dynamics varies with the Fermi energy.

To demonstrate the generality of using the complex
eigenenergies of the non-Hermitian Hamiltonian to charac-
terize conductance fluctuations in the absence of classically
invariant phase-space structure, we present results with a
four-terminal graphene quantum-dot system, where the left
and right leads have zigzag edges, and the upper and down
leads have armchair edges, as shown in Fig. 6. In particular,
the geometry of the system is shown in Fig. 6(a), where the
scattering (device) region is denoted by thick black curves
and the region in which the perpendicular magnetic field is
applied is represented by the blue dashed circle. Figure 6(b)
shows the values of the eigenenergies in the complex plane,
where we see that for E > 0, eigenvalues with extremaly small
imaginary parts begin to appear after the first Landau level

Geometry
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FIG. 6. (Color online) Conductance fluctuations and character-
ization in a four-terminal graphene quantum-dot system under a
perpendicular magnetic field of flux φ/φ0 = 0.0019. (a) Geometry
of the system (same legend as in Fig. 1), (b) complex eigenvalue
spectrum, (c) localized density of states for E/t = 0.1444, (d) Local
conductance fluctuations from the left to the upper leads about the
first Landau level, i.e., E/t = 0.1444. The filled red circle in (b) and
the violet dashed line in (d) correspond to E/t = 0.1444.

arises for E/t � 0.13. A representative strongly localized
state, corresponding to the filled red circle in Fig. 6(b), is
shown in Fig. 6(c), whose coupling with the leads is weak. The
corresponding local conductance-fluctuation pattern is shown
in Fig. 6(d), where the vertical red dashed line corresponds to
the real energy value of the filled red circle in Fig. 6(b). Overall,
we observe similar behaviors to those in the three-terminal
system.

V. CONCLUSION

We have argued that a foundational result in the con-
ventional semiclassical theory of quantum chaotic scattering,
namely the formula of the energy autocorrelation function for
the S-matrix elements, breaks down when a magnetic field is
present, for example, in a multiterminal quantum-dot system.
The basic reason is that the semiclassical formula relies on
the assumption that the corresponding classical chaotic set,
or more broadly the classical phase-space structure, remains
unchanged in the range where the energy is varied. However,
under a magnetic field the classical phase-space structure
depends on the energy [11]. The main contribution of this
paper is an alternative framework to understand quantum
chaotic scattering in situations where the classical phase-space
structure varies with energy (or any other physical parameter,
with respect to which the fluctuations of the S-matrix elements
are probed).

Utilizing multiterminal graphene quantum dots as a proto-
typical class of systems, we articulate that quantum chaotic
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scattering can be physically characterized by the complex
eigenvalues of the non-Hermitian Hamiltonian of the un-
derlying system. A quantum-dot system can in general be
decomposed into two parts: a closed device or scattering region
and the set of semi-infinite electronic waveguides (or leads).
The device Hamiltonian is Hermitian and permits a discrete set
of eigenvalues, but the leads possess a continuum of energy
spectrum mathematically described by complex self-energy
terms. Adding the self-energies to the device Hamiltonian
leads to a non-Hermitian Hamiltonian describing the entire
open quantum system, whose eigenvalues are, in general,
complex. The key physics to quantum chaotic scattering is
that the inverse of the imaginary part of a complex eigenvalue
is nothing but the lifetime of the corresponding eigenstate in
the scattering region. Thus, when an energy eigenvalue pos-
sesses an extremely small imaginary part, the corresponding
eigenstate has a long lifetime, which is effectively a strongly
localized state. The coupling between such a localized state

and the leads, or the quantum “environment” of the device,
must necessarily be weak. This leads to an abrupt change in the
transmission or conductance over an extremely small energy
scale, the so-called Fano resonance [26,27]. Overall, in order
to explain a numerically calculated or experimentally observed
conductance-fluctuation pattern in quantum-dot systems under
a magnetic field, one can calculate the complex eigenenergies
of the corresponding non-Hermitian Hamiltonian. Energy
regions in which the eigenenergies exhibit small imaginary
parts are the regions where severe conductance fluctuations
can be anticipated.
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[5] R. Blümel and U. Smilansky, Phys. Rev. Lett. 60, 477 (1988);
Physica D 36, 111 (1989).

[6] R. A. Jalabert, H. U. Baranger, and A. D. Stone, Phys. Rev. Lett.
65, 2442 (1990); C. M. Marcus, A. J. Rimberg, R. M. Westervelt,
P. F. Hopkins, and A. C. Gossard, ibid. 69, 506 (1992).
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