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Large-scale structural organization of social networks
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The characterization of large-scale structural organization of social networks is an important interdiscipli-
nary problem. We show, by using scaling analysis and numerical computation, that the following factors are
relevant for models of social networks: the correlation between friendship ties among people and the position
of their social groups, as well as the correlation between the positions of different social groups to which a
person belongs.
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INTRODUCTION person has, this happens with a surprisingly high probability,
even if we accept that people systematically underestimate
Application of concepts and tools from physics to the un-the likelihood of coincidences. The often successful identifi-

derstanding of large-scale structural organization of sociafation of acquaintances is even more striking in view of the

networks is an interesting interdisciplinary topic. This is par—‘éery small number of ft&ends usrl]JaIIy rrrw]entlo_ned In anflntrr]o-
ticularly so when we consider that a social network is typi-ductory conversation. As we show, the existence of short

cally a complex network1] that possesses the small-world paths connecting people, although to some extent necessary,

. . is not a sufficient condition for the frequent identification of
property_[Z]. There is now a large amount .Of recent IIteraturecommon friends to occur, even when we consider that
concerning complex networks, for which ideas and method

. . . ; strangers who meet are more likely to have mutual friends
ologies from statistical and nonlinear physics have proven Ohan randomly selected people. Indeed, the networks that ac-

be u;efu_l[l,Z]. Thg purpc_)se_of this paper is to present acqynt for this phenomenon contain both random eeglilar
quantitative analysis elucidating some fqndamental '”gred'f:omponents and are necessalilghly correlated(to be de-
ents required for models of complex, social networks. scribed beloy. This result constrains the possible structure
The problem that motivates our analysis is th®all-  of the actual network of acquaintances and provides insight
world phenomenaraccording to which any two people are into the properties of social networks. These properties are
connected by a short chain of acquaintar{@s5]. Although  potentially relevant to a variety of other networks as well.
sociological in origin, the small-world phenomenon has been A class of social network models has been recently pro-
observed in a variety of natural and man-made sys{dn2$ posed by Watts, Dodds, and Newma&#WDN) [13], which
with examples ranging from word associati@j to the In-  can explain the letter-sending experiment of Travers and Mil-
ternet[7]. The existenceof short paths in these systems hasgram[17]. In this model, people are organized into groups
been successfully described by network models with someéccording to their social characteristics. These groups in turn
degree of randomneg8—10. However, since short paths belong to groups of groups and so on, forminigierarchyof
are present in most random networks, it is not clear whictsocial structure. A different hierarchica} scheme is.defined
models are sociologically more plausible, and the real strucfor each social characteristjd8], which is assumed in the

ture of the network of social ties still remains widely un- WDN model to becompletely independertf one another.
known. The network is then constructed using the notion of social
A more involved and entirely different issue concerns thedist_ance defined in terms of this set of hierarchies. However,
discoveryof short paths based only on local information, SCCial groups are often correlated. For example, people who
such as in a process of target sedrth-16, which has been WO'k Or study together are more likely to engage in other
only partially understood. In particular, the phenomenon ofctivities together. As we show, a proper level of correlation

quick and easy identification of acquaintances has not beefj"o"d social groups is the key to discovering social connec-

explained yet at a fundamental level. When two people ard0Ns between individuals.
introduced to each other, they are naturally inclined to look
for social connections that can identify them with the newly
introduced person. In this process, they often discover that We consider a community df people, which represents,
they share common friends, that their friends live or work infor instance, the population of a city. People in this commu-
the same place, etc. Considering the typically large size ofiity are assumed to hauvd relevant social characteristics
the communities and the limited number of acquaintances that may correspond to professional or private life attributes.
Each of these characteristics defines a nested hierarchical
organization of groups, where people are split into smaller

NETWORK MODEL
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To be concrete, we consider a network dominated by only
two hierarchieq19] (generalization to higher dimensions is
straightforward. The correlation between social groups is
incorporated in the position a person has in each hierarchy.
The first hierarchy is constructed by assigning people ran-
domly to the lowest groups. The second hierarchy is gener-
ated from the first by shuffling the position of each person
according to a given distribution, which we assume to be
exponential. Namely, each person is reassigned to a new po-
sition at distanceg/{1,2, ... ]} from the original position
with  probability Pg(y)=Bexp(—8y), where B!
=2Lzlexp(—ﬂk), so that the constanB characterizes the
correlation between social groups. F@r>—Inb, people
who are close along one hierarchy are more likely to be close
along the other hierarchy as well, as shown in Fidp)1In
the limit 8> —Inb, both hierarchies become identical and
the model reduces to the case where 1. The WDN model
corresponds approximately to the uncorrelated case where
B~—Inb.

While the social groups do not represent actual social ties,
the probability of having a link between two people depends
on the social distance between thé€h3]. This can be mod-
eled by choosing a persarand a hierarchy at random and
linking this person to another persgnat a distancex
=d(x],x") along h with probability P ,(x) =A exp(-ax),
whereA™ 1= E'k: 1exp(—ak) and the correlation parameter
is a measure of social affinity between acquaintances. This
on. The lar X : process is repeated until the average number of links per

. gest group corresponds to the entire community. As w .
go down in this hierarchical organization, each group represents Berspn isn, so thatn represents the average number of "?‘C'

quaintances a person has. The distance between acquaintan-

set of people with increasing social affinity. In the example, there

are | =3 hierarchical levels, each representing a subdivision inCes will be the shortest fow>—Inb, and typically much

b=3 smaller groups, and the lowest groups are composed darger fora~—Inb due to the uniform distribution of 'tles.
g=11 people, on average. This defines a social hierarchy. The didtandom networks are then produced wher —Inb, while
tance between the highlighted individuaisndj in this hierarchy is ~ regular networks are produced only wherand g are both

3. (b) Each hierarchy can be represented as a treelike structuréarge. A realistic social network is expected to fall some-
Different hierarchies are correlated, in the sense that distances thathere in thewide region in between these two extremes, as
are short along one of them are more likely to be short along théllustrated in Fig. 1c). In this region, the networks exhibit
others as well. The figure shows an example With 2 hierarchies, properties of small-world networkE8], which have been
where highlighted in the second hierarchy are those people belongtsed to describe different kinds of social collaboration net-
ing to groupA in the first one(c) Pairs of people at shorter social works[2,8,20,21.

distances are more likely to be linked by social ties, which can
represent either friendship or acquaintanceship(tiesdo not dis-
tinguish them here because the ones that are relevant for the prob-
lem in question may depend on the social conteXhe figure We assume that a person knows another person when he
shows_, for_a person in the network, the o_Iistributiplj of acquaintancegr she knows the social coordinates of the other. When two
at social distanc® =1, 2, and 3, wher® is the minimum overthe - people are introduced to each other, the information they are
distances along all the hierarchies. likely to exchange first is that defining their social coordi-

average numbeg of people in the lowest groups. Realistic Nates. Next, they exchange information about their social
values of the parameterare of the order of tens or hundreds connections, by mentioning the social coordinates of their
and represent thaveragesize of typical social groups, such acquaintances. Our goal here is to compute the probability
as groups of classmates or co-workers. The set of groups tbat the newly introduced people find themselves linked to
which a person belongs defines his or her social coordinatesach other through a short chain of friendship or acquain-
so that the social coordinates of persoare the positions tanceship ties.

(xt, ... x') which this person occupies in the different hi- ~ Our model of the process of introduction of two people
erarchies. Given a hierarcly a distanced(x" ,X,h) alongh  starts with each stranger informing the other his or her social
is defined for each pair of peoplé,|) as the lowest level coordinates. Then, at each time stépone stranger cites the
(counting from the bottopat whichi andj are found in the social coordinates of an acquaintantlesestto the other
same grougdsee Fig. 1a)]. There is one such distance for stranger(but not cited yet with respect to the minimum of
each of theH hierarchies. the distances over all the hierarchiesD(i,j)

FIG. 1. Model of social network(a) People(dotg belong to
groups(ellipses, which in turn belong to groups of groups and so

IDENTIFICATION OF ACQUAINTANCES
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1.0

200 ness of the network. This, however, is far from being the
case, as shown below.

In Fig. 2(b), we display the average number of steps
needed for randomly chosen strangers to find a common ac-
guaintancegiven that it existsIn contrast to Fig. @), the
number of steps increases sharply as the randomness of the
network is made larger, which means that it is extremely
° difficult to identify common acquaintances in random net-

d works. Indeed, while in the regular regime only a few steps
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are required on average, in the random regime it requires
well over a hundred steps. This happens because, in the ran-
dom limit, the social coordinates of a person are completely
uncorrelated with his or her social ties, and hence do not give
any clue for the position of the person’s acquaintances. Ac-
cordingly, since only a few amongacquaintances are typi-
=2 -1 0 1 2 3 cally shared with the other person, they need to go through
many steps to identify the overlap. When there is a single

FIG. 2. Identification of acquaintance®) Probability that two ~ COMMoN acquaintance, the average number of steps ap-
rand0m|y chosen pe0p|e have common acquaintam@egl ac- proachem, which is of the order of hundreds. Therefore, the
guaintances in the same lowest grdspuare} and acquaintances Probability that two people have common acquaintances is
who know each othefstars. Inset: blow-up of the probability of larger for random networks, but if common acquaintances
having common acquaintance®) Average number of steps two exXist it is easier for these people to find them when the un-
strangers need to find a common acquaintance, given that it existderlying network is regular.
(c) Probability that randomly chosen strangers find common ac- Gathering all these together, we have that the identifica-
quaintances(circles, acquaintances in the same lowest grouption of acquaintances is most probable in between these two
(squares and acquaintances in the same lowest group who knovextremes, which is verified in Fig.(®. In this figure, we
each othef(starg, in up tom=1, 2, and 20 stepfrom bottom to  display the probability that two randomly chosen people
top) Inset: blOW-Up of the probablllty of flndlng common acquain- |dent|fy a common acquaintance or acquaintances in the
tances.(d) Probability that two people in the same lowest group sgme lowest group im or less steps. For smaith, these
know each other. In the computations shown, we Seta, but  yropapilities are small in the regular and random regimes,
similar results were observed for any path in thé plane interpo-  p, + they are significantly larger for a class of networks within
I::tlniq ogror:n_rgggOm_tfogegb“laioneg’r‘l’gﬁi ;hsvﬁt:he:np;akr:;n_et:rs the small-world region. This result expresses a trade-off be-
The siz’eN of thé gnetwor’ks is ty,pical for th’e population of a Iz;lrge tween the overlaps and the clues_for people to find the over-

; : . . laps based only on local informatig@2].
metropolitan city, and the average number of acquaintanciss - A . .
consistent with empirical valud@3). In addition, our model justifies a tacit assumption people
make about the structure of the social network. When the
introduced people find that they have acquaintances in the

=min, d(xih ,xjh); and (2) the other stranger recognizes if the same social group, thetacitly assume that those two ac-
cited person is a mutual acquaintance or an acquaintandgiaintances probably know each other. This probability is
within social distancdd =1 of some of his or her acquain- much higher for regular than for random networks, as shown
tances. The two strangers then repeat stépsand (2)  in Fig. 2d). In fact, in a completely regular network the
switching their roles at every time step, until the identifica-Probability approaches 1 as every pair of people at social
tion in step(2) succeeds or they run out of acquaintances tdfistance 1 know each other, while in the random limit it
cite. approaches/(N—1), which is nearly zero. In Fig.(2), we

The probability that two randomly chosen people have_ShOW thg corresponding prqbabi_lity that, @n the process pf
common acquaintances, acquaintances at social disﬂancéqtroducnon, the strangers identify acquaintances at social
(i.e., in the same lowest groypor acquaintances who know distance 1 who actually know each othstars. This prob-
each other, decreases to very small values as the network 3ility also presents a pronounced maximum in the small-
made more and more regular, as shown in Fi@).2This worlq region, consistent with the intuition that p_eople be-
happens because in a regular configuration, most of the sé2nging to the same group are Ilkely to be acquamted.
cial ties connect people at short distances and hence the ac- We now consider the scaling with the system dizeThe
quaintances of two people will overlap only if they are so-Probability that the ldentlflcatlorl of acquaintances happens
cially close, which is unlikely to be the case for pairs ofin the first step isP;=3,_;3,,_; Q(k) R(k,k") S(k),
randomly chosen people in the community. For a randonwhereQ(k) is the probability that the strangers are at social
configuration, on the other hand, there is a non-negligibledistancek from each otheR(k,k’) is the probability that the
probability of overlap for any two people because their ac-acquaintance first citetby the first strangerns at social dis-
qguaintances are uniformly distributed over the entire nettancek’ from the second stranger, ag¢k”) is the probabil-
work. One might then be tempted to think that the quickity that the second stranger recognizes this acquaintance ei-
discovery of common acquaintances is due to the randonther for being his or her own acquaintance or for being in the

Probability
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10° : : : actually exist, which for randomly chosen pairs of people
decreases as N/ Incidentally, although the probabilities in
Fig. 2(c) decrease if the numbét of people is increased, a
sharp maximum in the intermediate region is always ob-
served.

CONCLUSIONS

Probability

We have shown that the network of social ties must be a
small world with high degree of correlation for the empiri-
cally observed frequent identification of acquaintances to be
% . . . possible. This sheds new light on the large-scale organization
10* 10° 10° 107 of the society, as it imposes constraints for the possible struc-

N ture of the network of acquaintances. These constraints give

FIG. 3. Probability that the identification of acquaintances hap-a C”.teno.n fpr pIaus.|bIe models' .Of social networks, which
pens in up tan steps as a function of the numbenf people in the has_|mpI|cat|ons for issues of critical concern s_uch as spread
é)f diseases, homeland defense, and propagation of influence

community. The continuous lines correspond to our theory and th ) d political h he f . d
symbols to the numerical verification. We set=2, H=1, n In economic and political systems, where the formation an

=19, g=20, =5, anda=0. The legends are the same as in Fig. behavior of social groups play important roles. In particular,

2(c). The dotted line is plotted for reference and correspond to  Since the dynamics of many biological agents is driven by
~1/N. social contacts, reliable models of social networks are essen-

tial for efforts to reduce the threat of biological pathogens
same social group of one of them. Because of the symmetrnd for making decisions in the case of massive biological
the probability after two steps B,=P,+(1—P;)P,. Tobe  attacks. Another important conclusion of our work is that the
specific, consider the casé=1 for b>1, g>1, n<g, and  Probability of finding a short chain of acquaintances between

strangers randomly chosen in the community. Then we havvo people does not scale with typical distances in the un-
Q(K)~b*!, R(k,k')~[1— bk"zlAk]Bk—[l derlying network of social ties neither with respect to system

K'—1/5 1B, L size nor across different degrees of correlation. For instance,
—b° AT and S(K') =By /(gAc) for common ac- yangom networks are usually “smaller” than small-world
quaintancess(k") = Cy /Ay for acquaintances in the same panyorks, and because of that they are sometimes called

lowest group, andS(k’) =nP,(1)Cy/ /(gAc) for acquain-  hemselves small-world networks. But our work shows that a

tanck:(_ai; in the same group who know each other, wigre onqom society would not allow people to find easily that “It
=b*"", By=nP,(k), and Cy=A,[1—exp(=B/A)]. The s 5 small world!”

asymptotic behavior of the probabiliti€s, andP,~2P is
roughly P~1/N, where N=N(b), as shown in Fig. 3 for
a=0. The same scaling is observed for asy Therefore,
the probabilities do not scale with the diameter of the social The authors thank Duncan J. Watts for illuminating con-
network, which in the small-world region increases onlyversations. This work was prepared at Max Planck Institute
logarithmically with N. The rationale behind this result is for the Physics of Complex Systems, Dresden, and supported
that the probability of identification of common acquaintan-by AFOSR under Grant No. F-49620-03-1-0290 and by NSF
ces is limited by the probability that common acquaintancesinder Grant No. ANI-0312131.
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[21] Our model is potentially relevant to other classes of networks,

such as scientific-citation networks. Suppose that the citation is
the actual tie linking the papers. Scientific papers can be clas-
sified according to author, subject, date, etc., which, along with
citation, are not completely independent variables. This defines
a network with different correlated hierarchies, similar to the
social network of friends.

[22] We have focused on strangers randomly chosen from the com-
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social distancez apart according to the distributioR (2)
«exp(—vyz), where y is a constant, the probabilities corre-
sponding to Fig. &) will still display a maximum in the in-
termediate region, although continuously shifted to the right as
v is increased. Moreover, the same conclusions are expected if
the hierarchies are formed as a realization of a stochastic
branching process rather than the deterministic one considered
here.

munity, but similar results hold when the two strangers to be[23] H.R. Bernard, E.C. Johnsen, P.D. Killworth, and S. Robinson,

introduced are correlated. In particular, if they are chosen at
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