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We present the characteristics and an analysis of a proposed communication scheme fully based on chaos
theory. The key point is that the proposed scheme introduces the dynamical system as a way to encode and
decode information and as a signal wave generator. In this scheme, all the protocols used to communicate
digitally are fully integrated into one single design based on a chaotic modulation process. The chaotic encoder
finds a set of trajectories that codes the information into a hard to decode chaotic wave form that carries a large
amount of information. We also show how our scheme can handle multiplexing, which is also used as a way
to enhance security, and its ability to handle noise.
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[. INTRODUCTION encoding which compacts, compresses, and encrypts the
source message; afid) channel encodingvhich guarantees

The idea of using chaos as a fundamental building blockhat the encoded message is robust against the presence of
for constructing communication systems appeared in Refoise in the channel. Both operations encode one bit stream
[1]. In that work, the authors manipulated a chaotic systeminto another. In a standard digital communication scheme,
using arbitrarily small time-dependent perturbations, to geneach of these functions is not only accomplished by different
erate controlled chaotic orbits whose symbolic representatiosubsystems, but, cumbersomely, the final sequence of bits
corresponds to the digital representation of a desirable mesaust be modulated posterioriinto a wave form signal that
sage. Subsequently, this idea was experimentally demorgan be adequately transmitted over a channel. This complex
strated in the scope of an electronic circuit, as reported imnd involved scenario can be radically simplified if the com-
Ref. [2]. Recent works, aiming to implement more efficient munication system is based on chaos instead. All those func-
chaotic-based communication systems, dealt with the syrtions and operations can be performed with the use of only
chronization of chaotic trajectorig8], noise filtering from one subsystem, the same one that performs the proper modu-
noisy chaotic trajectorieft], chaotic error correcting codes lation of the signal for transmission over the communication
[5], chaos coding6], and cryptography with chadg]. channel. Thus we propose a communication system that in-

The fundamental argument that has been emphasizduerits the most important advantages of both analog and digi-
about using chaotic-based communication system is its effital communication systems: simplicity and efficien@s in
ciency. In fact, a nonlinear chaotic oscillator that generates ¢he digital system, our communication scheme can transmit
wave form for transmission can be easily built, while all theinformation that is compacted, hard to decode, and robust
electronics that is necessary for encoding the information iragainst noise This integrated communication scheme is at-
the chaotic signal remains as a low-power and inexpensiv&inable especially because a chaotic signal exhibits a kind of
microelectronic circuit. However, so far, it appears that theshort memory that can be exploited to create a scheme where
full meaning of the word “efficiency” characterizing the use the coding and decoding protocols is not performed in the
of chaos for communication is not well understood and fullysource but rather in the wave signal. So the signal is not only
appreciated. the carrier but also the message itself.

The purpose of this paper is to show a communication We now present our scenario of an integrated chaotic
system that uses chaos for performing the main tasks that acmmmunication scheme which uses chaotic dynamersse
expected nowadays from a digital communication system. Ims a means to address standard communication issues such as
fact, more than sending information through a communicaencoding, noise reduction, compaction, and so on. For the
tion channel, a digital communication system must also persake of clarity, the results shown here are derived from a
form the following two fundamental functiongi) source  mapping. We assume that this mapping represents the dy-
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namics, of a chaotic trajectory, obtained from a flow, in atime  discrete-amplitude random process. LeS
Poincaresection. Thus, from the discrete trajectory, there={s; s,, ... sy} be thealphabetset in which the random
must exist a continuous trajectory that lies in a higher-variableX takes its values, and let the probability mass func-
dimensional space connecting every point of this mapping ifion for the discrete random variab¥ be denoted byp;

the corresponding sectidsuspensioni8]). Thus, from now  =p(x=s,) for alli=1,2,... N. We define as thenessage

on, a chaotic wave signal is, in fact, a set of points obtainegqy or the information sequence Mn ordered and finite se-
through a discreting proces@ mapping of the higher-  quence of outputs of the random variabdevhich is to be
dimensional continuous trajectory, a trajectory which is therransmitted between the source and the destination, or re-
wave Signal used to transmit information over a channel. Ceiver, by using a communication System_

To find the COding trajeCtOfies on which information is A communication System must perform the fo”owing
sent, we could define a partition of the phase space as dongsks: (a) To convert the information sequence to another
in Ref.[2]. However, we would have to deal with symbolic more efficient form of representation in order to transmit to
forbidden transitions, a limitation that is typical in real cha- the receiver(b) To introduce redundancy in the information
otic dynamical systems. To overcome this limitation, wesequence that can be used at the receiver to overcome the
would need to implement an extra protocol in the communieffects of noise and other interferences faced by the signal
cation scheme, a dynamical encoding, as done in R8f.  during the transmission over the communication charfiagl.
such that the message can be coded into a set of feasibiQ, map the message into a Signa| wave form that can be
trajectories. Instead, in this work, we look for a dynamicalproperly sent through the communication chanrid). To
partition for which the coding trajectories, obtained from it, recover at the receiver the information sequence that was
carry a large amount of information efficiently, are hard togenerated at the source. In this paper, we consider a commu-
decode, and are robust against channel noise. This is 5{%|ication system that codes the information into a hard to
achieved by using a new dynamical partition of the phasgyreak chaotic wave form, robust against noise, and carrying a
space, whose construction is based on the source messagfye amount of information. Our communication system
itself, and not on the dynamical system as in Réf. codifies the information sequence on chaotic trajectories of a

In traditional communication, to make the transmissionflow, Furthermore, we assume that we can define a Poincare
robust against the presence of noise in the channel, a processction transversal to this flogo that the system dynamics
that adds redundant information into the encoded sourcgf the flow is well represented by a discrete map on this
message used. In our proposed scheme, to make the transpincaresection. We represent an iteration of this Poincare
mission of chaotic signal robust against noise, the length ofhap as
the coding trajectories must have a minimum length. The
determination of the appropriate trajectory length is what we Xj+1=F(X;). (1)
define to be thehaotic dynamical channel encodérhere-
fore, we create wave signals that carry not only the message Let us assume that we are given a typical mesddge
itself, but also the dynamic information from which the wave ={Mo,My, ... .M_1}, M;e S, wherel is large enough so
form, in the presence of dropouts and/or transmission noiséhatM, can be regarded as a good approximation tyfécal
can be reconstructed. The length of each trajectory depen@gquence9] of the information source that we are consider-
on some quantities that we will describe below. ing, andI>N. In fact, it is known that, fol large enough,

This paper is organized as follows. In Sec. I, we presenwith a probability approaching 1, every sequence from the
the proposed integrated scheme. In Sec. Ill, we describe hogource is a typical sequence, i.e., it has the same composi-
to implement this method by giving an example. In Sec. IV,tion. Consider an arbitrary and fixed initial conditigf that
we introduce the notion of entropy to compare this methods used to create a trajectoffyx ={xg X7, ... X/_,} of
with a traditional digital system. In Sec. V, we discuss SOM8ength| as a result of —1 iterati(())ns of the chaotic malp.
relevant properties of the proposed method regarding thepe jnitial conditionx? is not necessarily in the invariant

changlng of parameters to adjust the proposed System 1G,-otic seid. Let us introduce a fixed parameteso that, to
function as aimed. In Sec. VI, we discuss the use of this

. ' ; ach pointx* of the trajectory we associate a hypercube

method when a low noise level is present in the channel, and, * o N
in Sec. VII, we describe the implementation of a channefP X7 »€) With center inx" and edge length & Noie that
dynamical encoder which must be used when there is higfinc® F is ergodic on A, the sequenceB(xp,l,e)
noise level in the channel. Finally, in Sec. VIII, we make =18(X5.€).B(XI ,€), ... B(X{"1,€)} covers part ofA for
some general remarks regarding communication with chao§ome I>1,,(€). Given B(xg ,l,€), we consider a subse-
quenceB(xj ,l,€) of B(xg ,l,€), so thatB(x{" ,e) does not
intersect the previous hypercubﬁ(sxj?* ,€), j<i, in the sub-
sequence, i.eB(x ,e)NB(X €)=, for j<i. Thus we
have

In this section, we present our ideas by introducing the
following communication system. We consider an informa- ~ Bp(X0 .1, €) ={B(x(,€), B¢ ,€), ... B &)}, (2
tion source that is modeled by a discrete-time random pro- o )
cess{X;}”. ., where allX;’s are independent and identi- where one hag=I|—1 for'sufﬂmently smalli. V\ie mtrodlice
cally distributed random variables taking values on a discret@ Parameter such that in the sequendeq ,xj, ... Xj }
set. The source is, therefore, considered to beisarete [the points that are located in the center of the hypercubes of
memoryless sourd@.m.9, which means that it is a discrete- the subsequenc®,(xg .!,€)], F(xi’*lﬂ):xi’*k for (n—1)r

II. PROPOSED INTEGRATED COMMUNICATING
SCHEME
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<k=(n)r, with (n=1,2,3 ... ,9/r), butxi*(mﬂ) is not neces-
sarily the forward iteration oki*m. Thus, ifr=2j,=i,+1,

andi,=i3, by definitioni, =0, so that3(xg ,€) corresponds
to the lettermy of the message. We say thBi(xg !, ¢€)
creates gpseudopartitionof part of A, which is associated
with the unitss; of the alphabetS Now we associate the
messag® with B,(x5 .|, €) by doing the following: for each
k from 1 toq, the hypercubeB(xi*k,e) is associated to the
letter m, of the messagéM. Note that at the end of this
procedure we can have the umjte S associated to many
hypercubes oB,(xg ,l,€). This happens because the Set
has onlyN unitss; , whereN<I. Consequently, as a result of
this process we havl subsetsP;, one for each unit of
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that all the subsequences have the same length. If the last
subsequence does not haviketters, dummy letters must be
added. Suppose that the chaotic trajectory is initially at a
point x,. We take a unit that corresponds to the lettgy,

say sj, and look in the subseP; for some hypercube
,B(Xik,e) nearx,. Ther—1 subsequent iterations ufk be-

long to hypercubes that are associated with the subsequent
r—1 letters ofM; in the same order. This procedure gener-
ates the trajectoryf; that codifies the submessalye,. We
repeat the same procedure figr,, this time having as the
initial condition therth forward iteration of the point;. As

a result of this concatenation procedure, trajectofieseach

with r points, are associated with each fiie submessages.
The forward iteration of the last point of a given trajectdry

where eachP; is formed by the union of the hypercubes js near to the first point of the subsequent trajectory;.

,B(xi*k,e) that are associated with the specific ugjitof S

This means that small perturbations are enough to concat-

Thus we create a topological correspondence among thenate all the trajectories corresponding to themessages.
units of the alphabet and the disconnected regions of thEurthermore, for each trajectofly , just its initial condition

invariant chaotic sef.

is enough to generate all the subsequentl points of the

The preceding paragraph defines formally how to con-rajectory. In other words, for each submesskie only the
struct the pseudopartition. Such a description might be diffipoint associated with its first letter needs to be known. The
cult to understand, so now we present a simple example oather subsequemt—1 symbols of the messadé; appear as

how to find such a pseudopartition, say, fer2. Given the
initial condition x3 , if X7 =F(x3) is such thatB(xj ,e)
does not intersect the hypercubg(xg ,e), we say that

a result of the natural dynamical evolution of the chaotic
system with the proper initial condition.
To recover the message emitted by the source, the re-

B(x% ,€) belongs to the pseudopartition that encodes for th&€iver needs to know the dynamical system and its param-

unit s;, corresponding to the first letter of the message
which ismy, and B(x7 ,€) encodes fom;. We note that in
this case the indexeg’s arei,; =0 andi,=1. Then we iter-

atexj , obtainingx3 . Now two cases must be considered:

(1) if x3 is such thatB(x3 ,e) does not intersect the hyper-
cubesB(xg ,€) and B(x7 ,€), and B(x3 ,e) does not inter-

sect all these previous hypercubes, from the previous iter

tions, then we say thap(x;,e) encodes form,, and
B(x3 ,€) codes forms. (2) If either B(X5 ,e) or B(X3 ,€)

eters, the value af, and the fixed initial conditiox§ which
generates théN subsetsP; of the pseudopartitions. Each
pseudopartition is associated with a ugibf the alphabe&

The receiver decodes the message by identifying the chaotic
trajectory with the available information provided by the
pseudopartition®; . Furthermore, only the initial condition

of each trajectoryl; needs to be sent over the communica-

%on channel. This meansgand this is quite importajpthat

for each set ofr symbols produced by the information
source, only one value—the initial condition—needs to be

intersects the previous hypercubes, then the hypercub&gnt over the communication channel in order to recover the
B(X3 ,€) or B(x3 ,€) are discarded, and we look for hyper- message.

cubes B(x% ,e) (for n>3) that code for the next twor (
=2) elements of the messalye namely,m, andmsg, using
the algorithm proposed in cas#). One might say that the
letters of message®, and mg will not be encoded by our
method. We can, however, guarantee thatefoot too high,
eventually the pair rfi,,mg) will be encoded by a pair of
hypercubes@(xi’;,e) and B(xi*qﬂ,e), wherei, will be dif-
ferent from 2 and; will be different from 3. We can also
guarantee that, foe not too high, each other pam, and
m,, 1 will also be encoded by a pair of hypercubes.

Considering this framework, we now explain how an ar-

bitrary messag®l ={my,m,, ... ,my_4} can be codified in

a chaotic trajectory. Given this message, we decompose

into consecutive subsequences afymbols. The value of,

once chosen, remains the same during the operation of t
communication system. Some major properties associated

IIl. EXAMPLE OF AN INTEGRATED COMMUNICATION
SYSTEM

To illustrate our communication method, we consider an
information source to be discrete memoryless souicas
defined previously, which means that it is a discrete-time
discrete-amplitude random process. Bet{s;,s,,S3,S4} be
an alphabet set composed of four units on which the random
variableX takes its values, and let the probability mass func-
tion for the discrete random variabl¢ be denoted byp;
=p(X=s;) with, say, the following valuesp,;=3, p,=7,

3=3, andp,= 3. The chaotic mappin§ we use to codify

e information sequence in its chaotic trajectories is the lo-

h%iStiC map

Xi+1=F (X)) =bx(1.0—-x;), (4)

with communication systems depend on it, as it will be dis-

cussed below. Thus
M=MoeM;&- - &M;_4, )

where @ stands for a concatenation operation, akig
={mg, ... m_1}, My={m,, ... my, _,}, and so on. Note

where we chooseb=4.0. In this case, the hypercubes
B(x¥ ,€), generated from an arbitrary and fixed initial con-
dition x3 , are the intervalfx;* -, X + €], where the param-
eter e is fixed. Starting from a typical sequend#, of the
information source witH>N, and considering an arbitrary
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Xg , We obtain the pseudopartitioR, (with j=1,...,4) as- ' ‘ '
sociated with the corresponding unéis. Each pseudoparti- 8 o) a} a B o}
tion P; is composed of a collection of intervals, constructed o.9 |- O 1
by the following criteria: From the chosen initial condition al B S
X3 we generate the sequence B(xj ,€)
={B(x5 . €), B ,€), B ,€). B, €), B0 ,€), B(XE ,€), . 3

..}, which corresponds to the interval§xg —e,x3 0 0 q
+€],[X] —€,X5 +€],[x5 —€,X5 +€],...}. However, due
to overlapping of the intervalg, the subsequenc&p(xg ,E) 04 O
is created. Let us say, th&,(xg,€)={B(xXg .€),B(X] ,€), o a

,—,B(X} ,€),B(Xt ,€), ...}, where the— represents the 8
intervals that overlaps with the previous on@¢xg ,€) and OB o} q ) a8 c
B(x7 ,€). The typical messag®l with which we create the g0 s o ] = nj
pseudopartition is, says; S, Ss S; Sy Sa-.-.-}. The non-
overlapping intervals oB, are associated with the message -0.1 0 10 20 30
in the following way:my is associated wittB(xg ,€), m; is h (iteration number)
associated with3(xj ,€), m, is associated withB(xj ,e),
andms is associated witlB(Xz , €). Note that in this example
m, andm; are not associated with any interyal However,
for € sufficiently small, the sequen@, will eventually have  duction of a minimum amount of energjust the imposition
two intervals that can be associated with the pair of letter®f perturbationsto codify the messagi2,1].

O
oo
[K0))

FIG. 1. The concatenated coding trajectdryin circles, and a
trajectoryTXé in squares fore=0.015.

(my; mg)=(s, s;). By definition, the pseudopartitioR; is For e=0.0015, Table | shows a portion of the message to
composed by the intervals &, associated with the ung, . be transmitted (second column M’
ThusP; is composed of B(x} ,€), . ..},P, is composed of ={...S1 S; S4 Sy...}. Part of the trajectory T
{B(XI ,€),B(X} ,€) ...},Pgis composed of, ...} (thereis  ={x} ,x},...x,} that was used to compute the
not any unit s; in M), and P, is composed of pseudopartitioP; is shown in the first column, while part of
{B(XE Je), ...} the coding trajectory associated with’ appears in the third
Once the pseudopartitions are created, we use them ®olumn. Remember that just the pointsandy!** are sent

construct the set of trajectories that encodes the message. 9ner the communication channel to the receiver. Note how

this example, we subdivide the message into consecutivéie  concatenated  trajectory T'={....y},y5.y1 ",
subsequences of two letters each, i.e., we us&. This y'{l, .} associated with the messal’ differs slightly

implies that every two letters of the message are coded in flom T . The trajectoried, * andT’, with intervals corre-
two-point trajectoryT;={y} Y5}, where onlyy; needs to be spondmg to the pseudopartltum are shown schematically
transmitted. Following our method, in order to find a codingin Fig. 2.

trajectory T;, we assume that the messagée consists of

two pairs of letters, says; S, S» Saf, and that the chosen IV. ENTROPY OF THE COMMUNICATION METHOD

initial condition for the encoding processg. We look in

the pseudopartition for a pair of intervdls; -e,x} + €] and To compare our proposed communication method with a
[XF, ,-€,X} .+ €] associated with the pair of lettefs; s,}. conventional digital communication method, we use the
Preferably, we pick the interval that ha§ ~x(,. For the = number of wave signals needed to transmit a messags
sake of simplicity, we say that)=x¢ . Thus the first pair of both systems. In the conventional communication scheme,
letters is encoded by the poip§=x% and the second pair of ©neé bit is transmitted using one wave signal modulation.

letters is encoded byl=x* such thax* ~F2(x}). In gen- Here we are not adding the redundancy that is typically built
eral, we code the ;l)airnof letters br;/ a po?nt yi= in. The number of bits needed to transmit one unit of the
) 1~

~F20-1)(x7) n messageéM’ is given by the entropy10]
~ o).
The coding trajectories are concatenated together to form 1
the signal that is sent over the channel with the information. H(S) =2, p; Inz(a>, 5)
=1 i

The concatenated trajectody. .. ,T;,T;;4, ...} shadows
the trajectoryTxg that was used to construct the pseudopar- TABLE |. Coding trajectory {y} y2 for the message

titions P;. However, any other trajectory obtained from an{s: S1 Ss Si}-

arbitrary initial conditionx; could be used. In Fig. 1 we : — - - —

show the trajectoryT,» in squares and, in circles, the con- 'raectory(partiion M’ Coding trajectory(partition)
0

catenated trajectory that encodes the message to be transmit=0.459028082R,) s, y1(=x,)=0.432921630 )
ted. As we already pointed out, both trajectories are close t®,=0.993285208P,) s; y3=F(y1)=0.982001969 ;)
each other, which makes it very hard for an intruder to dex,=0.026678815p,) s, y3(=x3)=0.004890917 )
code them[7,5]. Furthermore, this characteristic reinforces X,=0.103868222P;) s, y2=F(y?)=0.019467984 P,)
the claim that communication with chaos requires the intro
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FIG. 2. A representation of the construction of the pseudopartition and the procedure to obtain the concatenated trajectory. A piece of a
typical message i#|={s;,s,,S,,;, ...}, and the trajectory used to construct the pseudopartitioﬁ'§0is{x1,xz,x3,x4, ...}. Every
interval B;=[x;— €,x; + €] is constructed from the points m’;o that do not intersect each other. ThBsis associated wittM| . Therefore,
B1e P, (the pseudopartition associated with the symbgl, 8, P,, B3 P,, and B, P,. The messagM’={s;,s,,54,5,} to be
transmitted is codified in the concatenated trajecry: {y1,y3,y3,y3} using our method.

which givesH (S)=1.75 bits for the value of the entropy for ting another different message, as depicted in Fig. 3. In this
the alphabeS={s;,s,,s3,54}. The entropy of a sourcBis  figure we show a representation of the two wave signals that
the averageuncertainty of the receivewith respect to the are obtained by a suspension from the coding discrete trajec-
letter to be transmitted. The entropy also measures the avetories. These two wave signals encode two different mes-
age amount of information of each letter in a message. Theages Y encodes for message 1, aitencodes for message

entropy of the source we work with i8(S)=1.75 bits,  2). within the boxes we show the wave signals that represent
which means that, for each letter transmitted, the receivefhe points to be transmittedY? W! Y2 W2}, Thus mes-

obtains 1.75 bits of information. So the amount of mforma—Sages 1 and 2 can be sent multiplexed over the same channel.

gg%ggﬁigedbi_n th\e/vﬂwessagg’ having 19 OIOO letters _is In a practical application, we require the coding trajectories
(S Its. en using an optimal compaction 4, o synchronized with the same trajectogy, such that
method, the traditional digital scheme requires 33 250 wav LUF(YY), Y2~F(WY), and W2~F(Y?). With this syn-
signals, while, using our scheme, a message composed %111 v 71 L 2 v y

19000 letters requires only 19 060kave signals. ronization procedpre, the full transmitteq wave signal is
We define the extended alphabet of the soBcewhose denerated by applying small perturbations in only one non-
basic units are composed of pairs of units from the alphabdf€ar wave generator, and using only one communication
S It can be shown thati (S,) = 2H(S) [10]. For a low noise ~ channel.
level, it will be shown in Sec. VII that we can find a set of I Fig. 4, we plot the effect of the value of the parameter
trajectoriesT which codes for every unit of the extended € over the total numbeN+ of different trajectoriesT; that
alphabetS,. From the previous argument, for every unit the can be used to codify messages with2. S; is the set of all
receiver obtains 3.5 bits of information. However, as will beT; defined for a given value oé. As we increasee, the
argued below in Sec. VI, because of the compaction rate numberN; decays abruptly and smoothly. As we increase
only one wave signal is needed to transmit 3.5 bits of infor-further, N is not smooth any longer. The oscillations ob-
mation to the receiver. Here we see the basic difference beserved inNt are due to the fact that for a largerthe filling
tween our proposed scheme and the traditional digitabf the phase space by S8}, is very sensitive to the initial
scheme. In the latter, for every unit of the extended alphabetondition x§j . At the singular limite=0, there is only one
Se, 3.5 wave signals are necessary. This is so because, famjectory, which is the chaotic trajectory.
every wave signal transmitted, one bit of information is de-  An identification of the coding trajector¥; and its char-
coded into a one-bit message. This “extra” information con-acteristics(its length and its frequency of appearance in the
tained in the chaotic wave signal allows the receiver to detransmitted concatenated trajectpiy necessary in order to
code the received trajectory if the noise level is of the ordedetermine the entropy associated with the set of all coding
of 2e. trajectoriesS. . The entropy gives an indication of the aver-
In this example, with the use of the paramateet equal age amount of information that can be transmitted by the
to 2, each set of two symbols of the message is codified in aoding trajectories. This number can be used to quantify how
two-point trajectoryT;={y} Y5}, where onlyy’ needs to be good the encoding process is. For example, when the number
transmitted over the channel. We assume that the transmisf different trajectories is 1, the entropy of the transmitted
sion over the channel of each point of the trajectory requiregxtended alphabethe extended alphabet is composed by
an interval of timeA, and that after each such interval there one single trajectonyis zero. Of course, this is not an inter-
follows an interval of timeA in which the channel is idle. esting situation, since all the information is already known to
This idle time could be used fanultiplexing i.e., transmit-  the receiver. In fact, all the information is contained in the
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| A | FIG. 3. A representation on how to
multiplex two messages using our pro-
posed chaotic integrated communica-
tion scheme.

partition of the phase space, information that is alreadyf a collection of points, corresponding to a zero area set.
known by both the receiver and the transmitter. Once th&he probability density of the points ifi; that make up the
initial condition is known, and since the extended alphabet ipseudopartition associated with the alphabet symbplis
composed of only one initial condition, there is no need toequal top; for all i=1,...,4. Theprobability density of
transmit anything. An extended analysis of entropy of the setwo-iteration trajectoried i®T; that code for a pair of sym-
S, is given in Sec. V. bols {s;s;} is equal top;Xp;, and so on. This statistical
equivalence between the probability density of the coding
trajectories, which are associated with the sequence of sym-
bols, and the statistics of the symbols in the message is very
Let us now discuss the main properties of our communiimportant. It allows for a construction of a pseudopartition
cation method. The value of the parameteis straightfor-  that is optimal in making a good correspondence between the
wardly related to the ability of our communication method totrajectory and the message, in the sense that optimal coding
deal with noise. In principle, the larger this parameter is, thdrajectories for the message are constructed. This property
more robust our method against noise will be. This occurs
because communication errors due to noise can occur only if gggg
the noise strength is large enough to remove a pqikmthat

V. PROPERTIES OF THE PROPOSED METHOD

belongs to a trajectory;, out of the hypercuqu(xi*k,e). g
On the other hand, we should not, choose too large. dine ‘§ 6000 - |
larger the value ofe, the smaller the subsequence £
Bp(X5 .l,€) of hypercubes, with onlyB(x;" ,€) not intersect- ‘g’
ing the previous hypercubg&(x’" ,€), wherej <i. However, 8
with a small number of hypercubes, fewer terms of tjy@- E 4000 r i
cal sequence M are considered when creating the £
pseudopartition$Pi}i’\‘:1, and so the statistical properties of %
the information source is not adequately probed. Our com-g
L : S . 2000
munication method is optimized for subsequences with a§
value ofr that is not too small. Thus there is a trade-off €
between the robustness of our communication method tc®
deal with low noise levels and the maximum value to be used 0

0 0.002 0.004 0.006 0.008

for the parameter. This parameter should not be too small
€

for the trajectories to be long enough or to “feel” the statis-
tical properties of the source. One important property of our FIG. 4. Number of different trajectoriedl;, of the set of cod-
partition creation procedure can be understood whenset ing trajectoriesS; as one varies the parametgrwhich is the half-
equal to zero. The pseudopartition in this case is composeédngth of the interval irx.
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was explored in Ref.7]. One consequence of this statistical 12
equivalence is that any message can be subdivided into a s
of sequences af symbols.

The parameter is also associated with another character-
istic of our method: the compaction rate. Since we have a
deterministic system for each sequencea afymbols of the
message, only the initial condition of the associated trajec-4
tory T; needs to be sent over the communication channel3

S L o : 8
This initial condition is sufficient for the receiver to recover g
the whole original sequence ofsymbols. In a traditional I
digital scheme, the more compacted the message, the fast
the transmission. For the proposed scheme, the larger th ¢
value ofr, the higher the speed of the transmission. Thus we
say that the larger the value of the higher should be the
level of compaction achieved. It must be clear that while in a
traditional digital scheme the compaction is implemented in 4
the source, in this scheme the compaction is implementec
into the wave signal.

In communication, one needs to address problems related FIG. 5. The entropy of the s, in bits with respect to the
to the channel such as the noise level and the damping of thsarametere. The coding trajectories are calculated considering a
wave signal. Due to the binary nature of digital communica-messageM’ composed of 19 000 letters from the alphaBet
tion, the periodical reinforcing of the signal and the error
correction are performed by relatively simple systems. In ou
work, as we will show and argue in Secs. VI and VII, the
dynamics not only guides the encoding of the messag

:(s?gllér(f:oeretﬂgo:je”c]gvz?d gfh:ngiggcgdég?:u'St:(ljsg renS{%gg_ itself. That is possible because the chaotic wave signal has
y 9 P y memory, or, in other words, is redundant.

Even though we did not address the issue of dealing with the An important characteristic of our method is its ability in

dfg?/%ﬂg ::; tgr?mv;i\tlse asrlgn;lllscl)notrrlssovn\gzrk,reblﬁrﬁ i?] irorlhsec())rpeegwaking use of the deterministic redundancy of chaotic dy-
P p P y amics in order to overcome the effects of noise, interfer-

ical work of ours, a chaotic amplification scheme may beence, and dropouts encountered in the transmission of the

possible to be implemented by using a chaotic system. I:oé‘ignal over the communication channel. This mechanism is

how, we propose that the_ Qampmg_ can be resolved by tr?glso related to the value of the parametetet us suppose
usage of a series of receiving stations, sepa}rated by a di 1at we can use a maximum value for this parameter, say
tance such that the upper bound in the damping of the wave '

signal is lower than 2. Those stations do recover the origi- \Im: YSing values smaller thany, results in smaller se-
9 : o . 9 quences that are consequently more tolerant to noise and less
nal message using the ideas presented in Sec. VII.

affected by correlational effects of noise, like bias for ex-
ample. Thus the smaller the value of the parametehe
VI. COMMUNICATION WITH LOW NOISE LEVELS higher the level of redundancy introduced in the wave signal.

Using the calculation of the entropy for the set of trajec-  With regard to the security issue, we can show that our
toriesS, , we want to clarify the placement of the dynamical _commumcatlon method codifies the messages in a way that

system in the proposed communication scheme. The entroﬂz hard to decode by someot@nintruder) that is not either
of S, is the sender or the receiver. In fact, the receiver decodes the

message by associating the received trajectory with the in-
Ny 1 formation provided by the pseudopartitig®;}!\,, where
H(S)=> PT, In2<—) , (6)  the hypercubes are associated with the symbols of the alpha-
n=t P, bet. The fixed initial conditiorxy , which is used to create
the trajectoryTxg associated with the messad, and to

10 b

0 0.01
€

the receiver to reconstruct the coding trajectory. That is a
major point in this paper. The chaotic wave signal is not only
the carrier of the information, but contains information in

where PT, is the probability of appearance of the trajectory - N

T,, and the length of the trajectories(i,)=2. generate the psgudopartltl{)ﬁi}izl, is the_mgt_h_od's secret
Equation(6) measures the average amount of informationkey- Security reI_|es on the secrecy of this |n!t|al condition.

contained in the-point trajectoriesT, . In the transmission, Y/hen, for security _r_easons,_t_he*pseudopartmons need to be

due to the memory properties of the chaotic dynamics, therénanged, a new initial conditior; must be used. Further-

is no need to transmit the two point trajectory, but ratherMore, since t_he concatenated trajectories that are used to

only one point. Every point represents a wave signal in a reatend any particular message shadow the same trajectery

application. Thus, for each pair of letters transmitted, theall those trajectories are quite similar, making it rather im-

receiver obtains a half wave signal that (sS;) bits, quan-  probable for an intruder to decode the message based on the

tity shown in Fig. 5. We see that, for all values ef the statistical analysis.

average amount of information transmitted is higher than the As a result of our analysis, our proposed communication

information retrieved, that is 3.5 bits. This “extra” informa- scheme works for the following reason&) The assump-

tion is actually provided by the dynamical system to allowtions made about the information source imply the existence
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of a typical sequenc#, that embeds with probability 1 all A Backward trajectory
the allowable subsequences of lengthroduced by the in- ® Noiseless trajectory - X
formation source(b) The smoothness of deterministic sys- W Noisy trajectory - X

tems implies that solutions from neighboring initial condi-
tions remain close over short time interval&) The
ergodicity property of the chaotic dynamics and the exis-
tence of an invariant measure on those systems allow for our
definition of a pseudopartition on the chaotic invariant set in
correspondence with the transition probability among the AF ™ R0
symbols of the alphabet in subsequences of lengjkener- ! X jrm
ated by the information sourcéd) The sensitive dependence - s o

on initial conditions, the main characteristic of chaotic sys- 2 j+l

tems, makes possible a smooth concatenation among the tra- B I

jectoriesT; by using small perturbations.

® Xj+l

mez. ®x.
VIl. COMMUNICATING WITH HIGH NOISE LEVEL zij (X X jem

In this section, we consider a scenario where the level of FIG. 6. A ati f the decodi here th
noise is considerably higher, so that it can drive a point be- .~ ™ - representation of the decoding process, where the
longing to a trajectoryT; out of the hypercubg@(x* ,e). In receiver appliesn backward iterationgtriangles on the noisy tra-

[ :

this case, using the method previously discussed, the recei
would not be able to identify properly the trajectory received
and, consequently, it will associate a wrong sequence of ) ) .
symbols with the trajectory. Let us suppose that the transmitl®" M= 1. This equation can be used to estimate the number
ter sends a trajectory ={xg,X1, . . . Xn}, Wherex, is the of backward iterationsn necessary for the distance between
initial condition and the other points are found throughthe pointF~"™(x;. ) andx; to be less thar,

Xi+1=F(X;). Because of the noise, this trajectory arrives at

ectory (squarepin order to obtainx;—F ~"(x;.m) <2¢, wherex;
f"the noiseless trajectorgircles.

the receiver ad ={Xg,X1, ... X,}, wherex;=x;+ 7;, and 1
the noise{ 7}y is an independent and identically distrib- - X p<e, 7
uted random variable with zero mean and varianée 'k

In Ref.[4], the authors devised a method for filtering, at kﬂl FY (X k1)

the receiver,in-band noise present in the signal that was
generated by a chaotic system and further transmitted over a
Communication Channel. ThIS method, Wh|Ch uses some fur\Nhere ;(j\+-l”:l_xj+ms 7 for Xj+mE T. Decoding the message

damental properties from chaotic dynamics, can be emboqheans revealing the meaning of the received trajeciory

ied in our communication method after some modifications.c s possible if the receiver is able to identify the magni-

From T it produces a trajectory, which allows for the ad- yde of the noise;. This allows it to determine that the

equate recovery of the original sequence of symbols of th?ransmitted poink; was received a§j (7<j=xj+ 7). Thus

transmitted message. Before demonstrating how this can ttﬁe receiver identifies i is within some hypercubg(x*)
accomplished, we first review the fundamental ideas abou ! yp 17

that method. To simplify our discussion, we only considerWhICh represents some ursg. However, due fo the unpre-

the case where the functidh is a one-dimensional map. Q|ctabllt|.t%/| Ofvt\?ﬁ tntorlse magnltude, (tjh's. dtecto;llgg pkrocejs IS
However, the argument can be extended to higherlmpr""cI e at the receiver can do IS 1o ackwar

dimensional maps without difficulty. iterations of the last received poirﬁjj};, such that
Let us consider the trajectofly and the perturbed trajec- |F~"(Xj+m) —Xj|<2e. Therefore, the decoding boils down

tory T. We can visualize the effect of the noise as a forcel® determining whetheF~"(x; . ) is within the same hy-
acting on each point of the original trajectory, sending it to aPercube as the point; . This decoding process is shown
new point that belongs to a nearby orbit. At each pajnof schematically in Fig. 6, where the backward iterations are
the trajectoryT, the distance between the orfiitand the e€presented by triangles, the noisy trajectory by squares, and
orbit of a nearby poink is changed by the factdF’(x)|  the noiseless trajectory by circles. _

>1 on the average under forward iterations, sifds cha- So, given a poink; in a trajectory, the transmitter must
otic. Consequently, under backward iteration, that distance igStimate the numbem of forward iterations, starting from
changed by the factdd/F’(x)|. Now consider a poinijtfn Xj, that the coding trajectory must have.The length of the

. = . o . coding trajectory is thusn+ 1. For a specifix; e T, we tr
of the perturbed trajectory. This point is located approxi- g y ; = y

) ! successive values afi until finding one that satisfies E¢[).
mately  units away from the poink; . , of the unperturbed  xq the value ofm depends in general on the specific point,

trajectoryT, so thalx;..,, could be located outside the proper \ye denote im(x; , 7,€). In Ref.[4], mwas considered to be
hypercube associated wit, ,. If we start fromx;., and  constant and only a function of.

iterate it m times in thfe\l_a/ackward direction, the distance Motivated by Eq.(7), we introduce the parametes,
between the poinE ~"(X;,,) and the poinix; can be esti- called thegap-to-noise ratipwhich is defined by the follow-
mated to be given by the factdt/(II{L,;F ' (x;._1))|<1  ing relation:
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. :
g=—. (8) (@
n

For the integrated scheme that we are presenting Gaseas
important as thesignal-to-noise ratie—a quantity that de-
fines how much noise is in the chanj&l] for a conven-
tional communication scheme. Combining E¢8. and (8), 10 1 10
we have the following result: €

1
m <G. 9 5¢ 1 8¢
(H F %X 4k-1)
k=1
The procedure for finding out the size of the coding tra- 0 ;=== 1 ® o2 o7 o8 o8 1
jectories, such that they are robust against noise, is done b v, y,"

the dynamic channel encodeifhe maodification in regard
with the low level noise case is that, instead of just transmit- FIG. 7. (&) Themforward iterations, which indicate the lengths
ting the initial pOIntXJ for each trajectoryT; , we transmnx’ of coding trajectories, as a function gf (in units of x) for G
and its m subsequent iteration$x),F(xb), . . . ,Fm(x{))}, =0.1.(b) The same plot, but fog=0.01.

where the value ofn is calculated such that relatig®) is
obeyed. We call this new trajectof¥; , and its lengthl/
=m+1. The set that contains the dynamically encoded tra-

using only very small perturbatior(small consumptions of
energy, it is desirable that the concatenated trajectories be
only slightly discontinuous. In addition, the transmitted con-

Jeqtorle§ is nowﬁc. lw'th th|s_ sedquerjce (;f E_omts, the re- catenated trajectory will also be secure, as previously dis-
ceiver iterates the last received point of this sequemce cussed, if it shadows the trajectaxy.

times in the backward direction. As a result, it determines a We can quantify how efficient our communication

point o' which is e close tox}, making it possible to prop-  scheme is with respect to the parameleAs G decreases its
erly recover the associated messa@g by using the same nominal value,m increases, and the steps seen in Fig) 7
procedure described in Sec. VII. Thus the otherl sym-  become sharper. This results in a more complex diagram, as
bols of the messagh!; are then recovered by the receiver shown in Fig. Tb). In this figure, the arrow indicates a point

using the hypercubes at each of the 1 iterations ofx;,  that represents the forward iteration for a point very close
wherex; is obtained by finding the hypercuti{x; ,€) that  to y} =0.5. This point has a very large Lyapunov time that is
containsx ). proportional to the inverse of the left-hand side of E9),

Now we show a practical implementation of our chaoticyielding a higher value ofn. In practice, it is desirable to
communication scheme when a dynamical channel encodeivoid points for which the value @ is high. If we compute
has to be applied. Assume that=0.1. For this value ofy  the average value afi for a large number of uniformly dis-
the noise level corresponds to 10% of the magnitude of theéibuted initial conditions in the interval0,1], taking into
signal. Using Eq(9), them forward iterations resulting from account the value of}, we can estimate the typical number
a large number of uniformly distributed set of initial condi- of points of a coding trajectory for a particular value of the
tion are shown in Fig. (&). As seen in this figure, the coding G. This is shown in Fig. 8. As seen in this figuregiis 0.01,
trajectory, that has an initial point at;=0.43292163 and we expect coding trajectories with an average length of 3.
encodes the pair of units; ands,;, needs to have a length In Fig. 9, we plot the entrop$, and the average length of
l¢=5. Thus the coding trajectofy; (see Table Il, column)3 the coding trajectory as a function ef for »=0.1. The
is not given only by the poiny;=0.43292163, but also by entropy of the se8/ for all different trajectoriesT; used to
the next four iterations of this point by applying E(:{l) codify messages far=2 is

Consequently,y2 F(YD), y3=F(y2), Ya=F(ys), andys
=F(y}). The next pair of units is encoded by a three-point TABLE Il. Coding trajectory with dynamical channel encoding

trajectory given by ™!, y,™! andy;'!, and hencen=2.  for the messagés, s; s; si}.

The concatenation of the trajectories with T is discon- : _ _
tinuous. However, the discontinuity may be only slight, if we T raectory Message Coding trajectory
construct a concatenated trajectory for which the ppfn'ls X,=0.459028082 s yi(=~x,)=0.432921630
close to the forward iteration of the poig}. This is accom- X,=0.993285208 s, y>=F(y1)=0.982001969
plished by the dynamical channel encoder, if the following yi=F(y)=0.0706964067
constraint is obeyed when constructing s&t: F(yy,) y4=F(y3)=0.262793699
~y5"t. We do not use this constraint to construct Sgin yi=F(y3)=0.774932666
this work because, as we shall see below we wanSséd  x,=0.026678815 s, yZ (=x3)=0.004890917
have the same entropy as t8g, so that we can analyze the x,—0.103868222 s ya=F(y?)=0.0194679844
effect caused by the noise in the dynamical channel encoder. y2=F(y2)=0.0763559241

To be able to control the trajectory or the wave signal by
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FIG. 8. Average forward timém) asg (in the horizontal axis FIG. 10. Total number of wave signals used to transmit the

messagéVl’ with respect to the parameter(continuous ling The
dashed line indicates this number when information is encoded us-
) ing the perfect compaction method, and then transmitted using a

is varied.

(10 traditional digital communication scheme when no channel encoder
is used. In this figurep=0.1 (G=¢€/0.1).

’
n

Nt 1
H(S)= 2> pr In2( —

n=1 " T
ratio betweerH(S,) and the average lengtlh;) of the tra-
jectories of seB/, with the ratio betweehi (S.) and(l ) for
r=2. For a low noise level, this ratio is equal k(S[)/r

<|n>:n§=:1 pr/ X1y, (1) with [H(S)=H(S.)]. Thus a large amount of information
in bits is transmitted per wave signal. For a high noise level,

wherepy is the probability of appearance of the trajectory the curveH (ls') follows C||;>S€|y the curvely), IWh'Eh refsults )

, in a ratio close to one bit per wave signal. Therefore, the
T NF)te tr:atH(Sc) H(SC)’.'f Pr,=Pr, andNr= Nr.The noise is responsible by a decrease in the amount of informa-
quantity (I5), computed using Eq(11), can be estimated tion carried by each wave signal as compared to the trans-
approximately by the predicted average forward time mission with low noise level. This is a consequence of the
given in Fig. 8. fact that(l)>r. Thus more dynamical information is being

To understand how a high noise level affects the effi-sent if the trajectories are longer, which makes the transmis-
ciency of the proposed scheme, we use Fig. 9 to compare th§on more slower.
Another result shown in Fig. 9 is that for small H(S,)

and the average length,) of the coding trajectories is

14 ' ' ' ' is large, meaning that the certainty of the receiver to obtain
some particular wave signal is smédir the uncertainty of
— 5. (bits) the receiver is large In other words, there is a large number
12 <l > (bits) 1 of coding trajectories for every pair of symbols. Folarge,

one notes that the entropy curve decreasesiasreases, but
oscillates as increases. This signifies a decrease inuhe
10 - certainty of the receivefior expecting incoming wave signals
or it signifies a lower number of possible coding trajectories
for every pair of letters.
The number of wave signals used to transmit a message
M’ composed of 19000 letters, as we vatryis shown in
Fig. 10, for a noise levelh=0.1. In this figure, the dashed
wn il L ‘ “ horizontal line represents the number of wave signals used to
61 MM'W"Y”' Jl ,“‘\ JM’ ‘ |L ‘ transmit the same message with a conventional digital com-
\ "1 munication scheme when the message has gone through the
perfect compaction encoder and the codeword is not redun-
4 0 0.002 0.004 0,008 0,008 dant(the co_deword _produced contains the minimum possible
. a_mount of mformatloln Therefore, we see that even for a
high level of noise (10% of the signathe proposed method
FIG. 9. The curve shows the entropy of the Stin bits, and  introduces a low redundancy into the coding trajectories,
the thick lines represent the average length of the coding trajectorwhich, in other words, means that the coding trajectories do
(I}y, both with respect to the parameter In this figure, n not need to have a large length in order to allow the receiver
=0.1 (G=¢€/0.1). to fully decode the message.

8 + m




PRE 62 INTEGRATED CHAOTIC COMMUNICATION SCHEME 4845

VIIl. CONCLUSIONS This is accomplished due to the dynamical properties of the

Conventional communication systems used nowadays ar((:ahaOtiC signal.
vent unication sy u waaday Our communication method can be used with efficiency

expected to re”?b'Y transmit a large amount ,Of informatipneven in situations where the noise level is extreme. In this
over a co_mmunlc_at_lon channel_. In order to fulfill the reI|_ab|I- case, we defined the paramegrwhich guides the receiver

ity objective, a digital system introduces redundancy in theéyp the implementation of a trustful dynamic channel encoder
message in order to allow for the detection and correction ofg find the coding trajectories.

transmission errors. Since the channel imposes limitations on More than just arguing for a chaotic based communication
the amount of data that can be transmitted, compression anrfjstem, we claim that the efficiency of the communication
compaction algorithms are used to allow the transmission ofystemper sefavors this technology. One has the ability to
the maximum possible amount of information. In order toimplement all the features that are expected to be accom-
preserve the confidentiality of the message, cryptographplished by a digital communication system using just one
methods must be used. Finally, the message is converted taogeration, chaotic modulation, which is done by using small
signal that is compatible with the transmission media thaperturbations and with a minimum consumption of energy.
physically implements the communication channel. Theln addition, the proposed scheme introduces the usage of a
implementation of all these features results in complex anghaotic wave signal generator as a type of source encoding
expensive systems made up of a chain of sophisticate su@nd decoding. For the encoding, the dynamical system is a
systems, each one responsible for the accomplishment of 4ave signal generator. For the decoding, the dynamical sys-

specific task. These systems use a considerable amount &M iS an information generator. ,
energy to operate. The results presented here give us a foundation for the

We argued in this work that this evolved scenario can b&onstruction of a theory of communication based on the pro-
simplified considerably with the use of a communication sysposed scheme. Speuflcally, the channel capacity, which
tem based on chaos. In fact, we presented an integratéﬂeasures the maximum amount of information to be trans-
scheme of implementation that performs all the functionsm'tted over a channel, depends not only on the channel band-

that are expected from a conventional and efficient digitaf"”dth’ the power of the source signal, and the noise magni-

communication system using a simple chaotic modulatiorJfUde’ but also on the dynamical properties of the considered

process. The encoder subsystem codifies the message ind&aouc wave signal generator.

chaotic wave signal, and this codification operation embod- ACKNOWLEDGMENTS

ies the tasks of compaction, cryptography, and noise and
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