Counting unstable periodic orbits in noisy chaotic systems: 
A scaling relation connecting experiment with theory
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The experimental detection of unstable periodic orbits in dynamical systems, especially those which yield short, noisy or nonstationary data sets, is a current topic of interest in many research areas. Unfortunately, for such data sets, only a few of the lowest order periods can be detected with quantifiable statistical accuracy. The primary observable is the number of encounters the general trajectory has with a particular orbit. Here we show that, in the limit of large period, this quantity scales exponentially with the period, and that this scaling is robust to dynamical noise. © 1998 American Institute of Physics. [S1054-1500(98)00904-5]

The recent development of new methods for detecting and counting unstable periodic orbits (UPOs) in short, noisy time series have opened the door to studies of chaos in systems of unknown dynamics that were previously inaccessible. Unfortunately, when applied to data sets of typical experimental lengths, these methods are unable to detect orbits with periods greater than about four. But can it be maintained that chaos has been demonstrated in such experimental systems, given that the structure of the strange attractor is built upon an infinite set of UPOs? Can these three or four orbits be convincingly connected to the infinite set? Here we investigate the possibility of a scaling relation to make this connection. We derive approximate expressions for the scaling exponents in two ways, beginning with a well known scaling relation. Our numerical results test the accuracy of the scaling for noise contaminated dynamics of both discrete and continuous systems. We find exponential scaling which is robust to dynamical noise, and an example from experimental sensory biology is given.

I. INTRODUCTION

The detection of chaotic attractors from time series generated by experimental systems of unknown dynamics is a problem of continuing interest in a variety of fields. Techniques based on ensemble averages of the metric properties of attractors,1,2 for example, measurements of one or more of the Lyapunov exponents3–5 or fractal dimensions,6–11 have been enormously successful. However, their requirements for long, relatively noise free data sets have limited their applications. Various predictor and other methods6,12,13 have suffered similar limitations, though recent progress with nonlinear predictors14,15 has been reported.

Recently, however, new methods based on the detection of unstable periodic orbits (UPOs) of low period have been developed. Two of these, which exploit the topological properties of attractors, have been particularly successful, though in very different applications. The first, called the method of close returns (CR),16,17 is suitable for finding UPOs with periods up to at least p = 30 in long data sets (typically 10^7 or 10^8) from relatively noise free, stationary numerical or physical data.17–19 The second, called the topological recurrence (TR) method,20 is statistically based and useful for short (a few×10^2 to 10^3), noisy data sets, such as those typical of nonstationary biological systems.21–23 In contrast to some metric and other methods, the TR method is able to distinguish between UPOs and stable periodic orbits (SPOs). This advantage arises because it specifically searches for the topological signature of instability, that is, intersections of unstable and stable manifolds, in the returns. This property has been crucial in recent experiments in sensory biology, wherein control parameter induced bifurcations between UPOs and SPOs have been discovered in diverse sensory neurons.21,23 A third method, based on a dynamical transformation (DT)24 of the near neighborhoods of periodic orbits in phase space, has also been successfully used to detect UPOs in data sets from noise contaminated systems.24,25 The TR and DT methods have recently been reviewed and compared.26

Two facts, relevant to these recent methods, motivate this work: (1) the primary experimental observable is the number of times a UPO of period p is encountered in a time series; and (2) (obviously) the largest detectable period is finite. In the case of the TR and DT methods, this period is not larger than four.26 But the structure of chaotic attractors is a countable infinity of UPOs.27–33 While the detection of as many as 30 orbits may be convincing, as with the CR or other methods which find the shadows of reference orbits, the measurement of only three or four, as with DT and TR, can hardly be put forth as evidence of the infinite set. Unfortunately, the CR method is not useful for short, noisy, for example, biological, systems. In contrast, the DT and TR
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methods have successfully detected UPOs in data sets wherein they were invisible to other methods. However, because they exploit much more specific or restrictive (than simply close returns) signatures of encounters with UPOs, they sacrifice the ability to find orbits of larger period.

Observations of a typical biological system with TR seem to indicate that the probability to observe UPOs decreases exponentially with increasing period, \( p \). See, for example, Fig. 1. This suggests that a scaling relation might exist by means of which the few experimentally detectable orbits can be connected to the infinite set. The analogy with universal scalings near thermodynamic phase transitions is evident and has been previously advanced,\(^3\) and orbital return times in two, nonhyperbolic, chaotic systems have been studied.\(^3\) The purpose of this work is to derive from this a simple and physically motivated, though approximate, theory of the probability \( \Phi(p) \), that an orbit of period \( p \) is encountered in a time series of finite length. One way to do this is to begin with the well known probability of finding a shadow, that is, a trajectory of length \( n \), within a distance \( \epsilon \) of a reference orbit, which is approximately \( P(n, \epsilon) \approx e^{o(n)} \exp(-nK_1) \), where \( K_1 \) is the metric entropy, and \( o(n) \) is a dimension which depends on the trajectory \( x \), that is on an initial condition. We lump all orbits of the same period together by estimating the cumulative encounter probability. This is exactly what the TR and DT methods detect. We find that, in the limit of large \( p \), the encounter probability, \( \Phi(p) \), indeed scales exponentially with an exponent, \( Q \), which is related to the metric and topological entropies and to the largest Lyapunov exponent of the attractor:

\[
\Phi(p) \sim e^{Q_\text{const}} \exp(-Qp).
\]

We test the exponential behavior, where \( Q \) is a constant related to \( K_0, K_1 \), and \( \lambda \), for periods up to \( p = 30 \) with numerical experiments using a somewhat modified version of the CR method on long, noise free data sets of the logistic and Hénon maps, and on the Lorenz dynamical system. In addition, our numerical experiments confirm the prefactor \( e^{Q_\text{const}} \).\(^4\) Moreover, because the Hénon map is one of the few model systems for which, in principle, an arbitrarily large number of orbits can be analytically computed by a numerical algorithm,\(^5\) we can thus provide a test independent of the CR or TR algorithms.

A primary objective is to test the robustness of the scaling relation on systems contaminated with noise. The motivation for this is provided by sensory biology, where data sets of limited length from noisy dynamics are ubiquitous. We mention that our theory applies strictly only to hyperbolic systems, whereas nonhyperbolic motion is generic to real physical systems.\(^6\) However, as we show here, the scaling appears to be valid even for nonhyperbolic systems, of which the Hénon and Lorenz systems are examples. Finally, we mention that because there is an infinity of stable periodic orbits (SPOs) embedded in the attractors of nonhyperbolic systems, search algorithms which can distinguish between UPOs and SPOs, such as the TR algorithm, have an inherent advantage for analyses of real physical systems. A preliminary account of this work is to be given elsewhere.\(^7\)

This paper is organized in the following way. In Sec. II we outline the approximate theory, which we develop from two different approaches. In Sec. III we discuss our modifications of the CR algorithm. We use it to test the scaling relation for the logistic and Hénon maps, including tests of its robustness in the presence of additive noise. In addition, we apply the analysis to the Lorenz system. Finally, in Sec. IV, we summarize our results and comment on their applicability to searches for UPOs in biological systems.

II. THEORY

To gain intuition for the validity of the scaling relation, we first consider a simple class of one-dimensional chaotic systems defined on the unit interval: the tent map \( \{x_{n+1} = 2x_n \, \text{if} \, x_n < 1/2, \, x_{n+1} = 2(1-x_n) \, \text{if} \, x_n \geq 1/2 \} \), or the doubling transformation \( \{x_{n+1} = 2x_n \mod(1) \} \). It is known that both maps generate a chaotic attractor, and the invariant density generated by a trajectory originated from a random initial condition (a typical trajectory) is uniform in the unit interval.\(^8\) Thus in order for a trajectory to stay in a small \( \epsilon \)-neighborhood of a periodic orbit of period \( p \), the trajectory must fall within \( e^{-\lambda p} \) of any one of the components of the periodic orbit, where \( \lambda = \ln 2 \) is the Lyapunov exponent of the chaotic attractor. Since the invariant density is uniform, the probability for a typical trajectory to fall in an interval is equal to the length of this interval. Note that there are \( 2^p \) orbits of period \( p \) in the tent map. We have \( \Phi(p) = \sum_{i=1}^{2^p} \mu_i(p) e^{-\lambda p} \), where \( \mu_i(p) = 2^{-p} \) is the weight, or
natural measure, associated with the \(i\)th orbit of period \(p\) in the tent map. This consideration also applies to chaotic systems with smooth invariant densities such as the one-dimensional logistic map \(x_{a+1} = ax_n(1 - x_n)\) at \(a = 4\). In such a case, we have, for the probability, \(\Phi_{\text{traj}}(\epsilon, p)\), for a trajectory to fall within a small interval of length \(\epsilon e^{-\lambda p}\) centered at a periodic point \(x_p\), the following,

\[
\Phi_{\text{traj}}(\epsilon, p) = \int_{x_{p} - \epsilon e^{-\lambda p}/2}^{x_{p} + \epsilon e^{-\lambda p}/2} \rho(x)dx = \epsilon e^{-\lambda p},
\]

where \(\rho(x)\) is the smooth invariant density of the chaotic attractor. Summing all periodic orbits of period \(p\) and using \(\mu_i(p) = \exp(-\lambda p)\), we have \(\Phi(p) = N(p)\exp(-2\lambda p)\), where \(N(p) = \exp(K_0p)\), and \(K_0\) is the topological entropy of the chaotic attractor.

Chaotic systems with smooth invariant densities are rare. Often, the density function contains an infinite number of singularities.\(^{44}\) Thus it is not apparent whether the scaling relation holds in general. Nonetheless, heuristic arguments can be made to lend credence to the validity of an exponential scaling of the encounter probability. In the sequel, we present two different approaches to the approximate derivation of Eq. (1), both yielding the same exponential scaling relation, but with slightly different constants, \(Q\).

A. Derivation based on a property of the metric entropy

In this approach we make use of the well known, but not rigorously derived, property that the length of a shadow orbit scales exponentially with the metric entropy. We restrict our consideration to systems with chaotic attractors. To find the encounter probability with a periodic orbit of period \(p\), we utilize the concept of the generalized entropies \(K_q\).\(^{45}\) Given a chaotic system, described either by a smooth autonomous flow or by a discrete map, the generalized entropies \(K_q\) can be defined by considering the probability for a typical trajectory to fall within a small \(\epsilon\)-neighborhood of a target orbit of length \(t\) embedded in the chaotic attractor. This target orbit can be either periodic or chaotic. Let \(x\) be the starting point of the target orbit (in the case of a periodic orbit, \(x\) can be any point of the orbit) and let \(P(\epsilon, t; x)\) denote the probability. For chaotic systems, it is assumed\(^{35}\) that \(P(\epsilon, t; x)\) scales with \(\epsilon\) and \(t\) as

\[
P(\epsilon, t; x) \sim \epsilon^{\alpha(t)} e^{-\kappa(t,t)/t},
\]

in the limit \(\epsilon \to 0\) and \(t \to \infty\), where \(\alpha(x)\) is the pointwise dimension of the point \(x\) and \(\kappa(x, t)\) is the local entropy of the target orbit. The information dimension \(D_1\) and the metric entropy \(K_1\) of the chaotic attractor can be defined as

\[
\langle P(\epsilon, t; x) \rangle \sim e^{D_1} e^{-K_1t}, \text{ for } \epsilon \to 0 \text{ and } t \to \infty,
\]

where \(\langle \rangle\) denotes the ensemble average over many typical trajectories on the chaotic attractor. Now consider the case where the target orbit is a periodic orbit of period \(p\). There are \(N(p)\) \(\exp(K_0p)\) such orbits, where \(K_0\) is the topological entropy. Denote the orbit by \(x_p\) where \(i = 1, \ldots, N(p)\) (here for simplicity of notation we just use \(x_p\); to denote the orbit which actually has \(p\) components). The probability for a typical trajectory to come close to this orbit is then given by Eq. (3) where \(x\) is replaced by \(x_p\), and the time \(t\) is replaced by the period \(p\). The encounter probability \(\Phi(p)\) with a periodic orbit of period \(p\) is then the cumulative probability of encounters with all \(N(p)\) periodic orbits. We have

\[
\Phi(p) = \sum_{i=1}^{N(p)} \mu_i(p) P(\epsilon, p; x_p),
\]

where the weight \(\mu_i(p)\) is the natural measure\(^{46}\) associated with the periodic orbit \(x_p\). This natural measure can be expressed in terms of the largest expanding eigenvalue \(L_1(x_p)\) of the periodic orbit\(^{47-49}\)

\[
\mu_i = 1/L_1(x_p) = \exp[-\lambda_i(p)p],
\]

where \(\lambda_i(p) > 0\) is the unstable Lyapunov exponent of the periodic orbit, and the exponent varies among all the period-\(p\) orbits. For \(p\) large, we expect \(\lambda_i(p)\) to be close to \(\lambda\), the Lyapunov exponent of the entire chaotic attractor. We write \(\lambda_i(p) = \lambda + \Delta\lambda_i(p)\). This consideration also applies to the local dimension and entropy. Using Eq. (4) we can write \(\alpha(x_p) = D_1 + \Delta\alpha(x_p)\) and \(\kappa(x_p) = K_1 + \Delta\kappa(x_p)\). Substituting these two expressions, Eqs. (3) and (6), into Eq. (5), we obtain

\[
\Phi(p) \sim e^{-\lambda p} e^{-\kappa_1 p} \exp(\sum_{i=1}^{N(p)} \mu_i e^{(\Delta\lambda_i(p) + \Delta\kappa(x_p)) p}) e^{\Delta\alpha(x_p)}.
\]

Since \(N(p)\) grows exponentially as \(p\) increases, we expect \(N(p)\) to be a large number when \(p\) is large. Thus roughly \(\Delta\lambda_i(p), \Delta\kappa(x_p)\), and \(\Delta\alpha(x_p)\) can be treated as random variables of zero mean. By the law of large numbers, the summation in (7) can be regarded as a random variable centered at one with a Gaussian probability distribution. The width of the distribution behaves like \(1/\sqrt{N(p)}\) \(\exp(-K_0p/2)\) \(\to 0\) as \(p \to \infty\). Thus (7) becomes

\[
\Phi(p) \sim e^{-(\lambda + K_1 - K_0)p}.
\]

In typical chaotic systems the quantities \(\lambda, K_1\) and \(K_0\) have similar numerical values, but since \(K_0 \approx K_1\), the exponent \(Q\) in Eq. (1) can be expected to underestimate \(\lambda\).\(^{50}\)

B. Derivation based on natural measure of periodic orbits

Although the above derivation of the scaling relation is quite general, its starting point, Eq. (3), is only an assumption. Here we wish to point out that for chaotic systems described by two-dimensional hyperbolic maps \(M(x)\),\(^{51}\) a derivation can be made starting from the first principles.\(^{47}\) A hyperbolic periodic orbit has a distinct set of expanding (unstable) and contracting (stable) directions. Consider the encounter probability with one of the periodic orbits of period \(p\). The periodic orbit is thus a fixed point of the \(p\)-times iterated map \(M^p(x)\). Denote the fixed point by \(x_p\), and there are \(N(p)\) \(\exp(K_0p)\) such fixed points. Following Grebogi, Ott and Yorke,\(^{47}\) we cover the chaotic attractor with a grid of partitioning boxes, each being confined by segments of the stable and unstable manifolds. Typically, \(x_p\) is contained in a box \(C_i\). Since the boxes are constructed by using the stable and unstable foliations of the chaotic attractor,
Following the same argument from Eq. (7) to Eq. (8), we have

\[ \Phi(p) = \exp(-2\lambda p)N(p) \approx \exp(-2\lambda + K_0 p). \]  

Thus we again predict exponential scaling of the encounter probability with well characterized measures associated with the attractor, and again the constant \( Q \) in Eq. (1) underestimates \( \lambda \).

Strictly speaking, the argument above is valid only for hyperbolic systems for which a good partition of the phase space can be made so that the shorter line segments \( a'b' \) and \( ad \) in Fig. 2 are completely contained in the box \( C_i \). Such a partition is called the Markov partition.\(^{52}\) Most chaotic systems arising in physical situations are, however, nonhyperbolic. For nonhyperbolic systems it may happen that a grid of boxes in which each box \( C_i \) looks like the box in Fig. 2 cannot be constructed because of the set of an infinite number of tangency points between the stable and unstable manifolds.\(^{44}\) Nevertheless, the fact that exponential scaling can be obtained via two different arguments leads us to believe that it is valid for chaotic systems arising in more realistic situations.

### III. NUMERICAL TESTS

The CR algorithm is a search technique that assumes the existence of a set of periodic orbits in a time series. We look for points near enough to the orbits that they evolve for a time in its \( \epsilon \)-neighborhood. Such close return segments can be located in the original time series \( x(i) \ (i = 1,2,...,N) \), where \( N \) is the total number of datum points in the set, without embedding. The close returns can be found by plotting a histogram of the 1's given by the following quantity,\(^{17}\)

\[ |x(i)-x(i+n)| < \epsilon \rightarrow 1 \]

\[ \epsilon \rightarrow 0. \]

Such a histogram shows peaks at values of \( n \) corresponding to the periods \( p \). The amplitudes of these peaks are the experimental values of the encounter probability \( \Phi(p) \).

We have modified this algorithm in the following way. In the original CR algorithm, individual close returns were tabulated and contributed to the histogram as specified by Eq. (12). In our modification, when a close return is found at any index \( n \), then we additionally require \( n \) sequential close returns to the neighborhood \( \epsilon \) in order for a 1 to be written to the histogram. Thus only shadow trajectories of length \( n \) contribute to the histogram. Examples of the maxima of the histograms are shown by the figures in the following sections.

We now give numerical evidence for exponential scaling using data generated by the logistic and Hénon maps and the Lorenz system. We use the modified CR algorithm discussed above. As a check, we additionally test the Hénon map with the method of Refs. 41 and 42. We generate files of total length \( N \) the order of \( 10^5 \), and search with neighborhood size \( \epsilon \) in the range \( 10^{-4} \ldots 10^{-1} \) for the parameter values given.

---

FIG. 2. Schematic illustration of a partitioning box containing a periodic orbit of period \( p \) and the fraction of initial conditions that stay close to this orbit in \( p \) iterations.
We compare the results for the noise free dynamics to those for noise intensities $\xi$ in the range $10^{-4} - 10^{-1}$.

A. The logistic map

The logistic map is given by

$$x_{n+1} = ax_n(1-x_n) + \xi_n,$$  

(13)

where $\xi_n$ is the noise. We have chosen the bifurcation parameter $a = 3.9300$. For $\xi_n=0$, the results are shown in Fig. 3(a). A least-squares fit of $\Phi(p) \sim \exp(-Qp)$ to the triangles gives $Q = 0.460 \pm 0.035$ (SE) which can be compared with the value $\lambda = 0.602$, which we measured using a standard technique.\textsuperscript{53} Note that the scaling is accurate (that is, the numerical results are well represented by a straight line on the semilog plot of Fig. 3) over more than two orders and for periods up to $p = 25$. This procedure has been repeated for three noise intensities, taken from a uniform distribution $[-\xi, \xi]$, with $\xi$ smaller than and equal to $\epsilon$. The results for various values of $\epsilon$ and for zero noise are shown in Fig. 3(b). Note that exponential scaling is again well represented by the numerical data, including the behavior predicted by the prefactor $e^{\text{const}}$ over a four decade range of $\epsilon$, as shown by the constant vertical (logarithmic) displacements of the data sets for each decade change in $\epsilon$. Figure 3(c) shows the accuracy of the scaling for noise intensities comparable to and much smaller than $\epsilon$. We see that the noise has little effect on the accuracy of the scaling so long as $\xi \ll \epsilon$. Figure 3(d) shows results again for four decades of $\epsilon$ but with the noise held constant at $\xi = 0.01$. These results show that, while exponential scaling remains the representative behavior, the value of the exponent $Q$, increases rapidly when $\xi > \epsilon$.

B. The Hénon map

The Hénon map is given by

$$(x, y)_{n+1} = (a - x_n^2 + by_n + \xi_n, x_n + \xi'_n),$$  

(14)

where the noises $\xi_n$ and $\xi'_n$ are independent and were added to both iterates $x, y$. Here we use the parameters $a = 1.4$ and $b = 0.3$. The results of the CR method for $\xi = 0$ always, but for $\xi' = 0, 0.5\epsilon$, and $1.0\epsilon$, where $\epsilon = 0.01$, are shown in Fig. 4. We have matched the results to Eq. (1) using only the points $p > 8$ with the result that $Q = 0.32 \pm 0.02$ for all noise values except the largest, for which $\xi = \epsilon$. The fit is performed only for the higher periods, because, first, the theory is accurate only for large $p$, and second, the Hénon map does not contain UPOs of periods $p = 3$ and 5, though the CR method (and indeed any approximate search algorithm) will return some finite value for $\Phi(p = 3, 5)$. Thus the low period values of $\Phi$ are not expected to exactly follow the scaling relation. As a check, we have also numerically calculated the first 32 periods by a different procedure\textsuperscript{41,42} for zero and several different noise intensities again for $\epsilon = 0.01$. In this case two noises, $\xi$ and $\xi'$, were added to both $x$ and $y$ as shown by Eq. (14). These results are shown in Fig. 5(a) for zero noise and Fig. 5(b) for noise in the range $10^{-3} \epsilon$ to $1.0\epsilon$. The values of $Q$ are detailed in the caption of Fig. 5. Essentially, $Q = 0.41 \pm 0.02$ returns an underestimate of the known largest Lyapunov exponent for all noise values significantly smaller than $\epsilon$. As a comparative illustration, we have tested the DT method on short, 3000 point data files of the noise free Hénon map, as shown by the inset in Fig. 5(a). We see that the method, compared to results for suitable surrogates, is capable of detecting only periods 1 and 2. There is no period 3 in this map (but the method detects a small value), and
obtained were designated by an index $j$. The times at which the samples were
chosen from a uniform distribution $\{\xi_j\}$, where $\beta = 8/3$. These equations were integrated using the
Runge-Kutta method with time step 0.01. The noise $\xi_n$, was
chosen from a uniform distribution $[-\xi, \xi]$ and updated at
every time step $n$. The numerical data $z(t)$, were sampled at
a sequence of times such that the time interval between
samples was ten times larger than the time step used in the
numerical integration. The times at which the samples were
obtained were designated by an index $n = 1, 2, ..., N$. Data sets
of length $N = 10^8$ were generated and tested with the modi-
fied CR method. The encounter probabilities were obtained
in the same way as for the maps and are shown in Fig. 6 but
plotted against the index $n$. Periodic behavior can be identi-
fied by looking for sets of local maxima of $\Phi(p)$ located at
indices which are separated by a constant index distance $q$.
Figure 6(a) shows the noise free results. We have identified
two sets of periodic sequences: $q = 1$ (solid triangles) and $q = 7$ (solid circles). We cannot identify the specific periods
within these two sets. For example, we might identify the 4th
solid circle from the left as representing the encounter prob-
ability of the $p = 4$ orbit, but due to the ambiguity of the
aforementioned set definition, the actual period of this orbit
may be an integer multiple of 4. Nevertheless, the exponen-
tial scaling of the encounter probabilities with period is evi-
dent from the approximately linear behavior of the data on
this plot.

IV. SUMMARY AND DISCUSSION

Recent experimental work, primarily on biological sys-
tems, suggests that the probability to observe the signatures
of unstable periodic orbits decreases exponentially with pe-
period. In this work we have developed an approximate scaling theory of the encounter probability by associating it with estimates of the length of time a trajectory can shadow a periodic reference orbit within a small neighborhood. The theory indicates that the probability does indeed decrease exponentially with period, at least for large periods, and that the scaling parameter is related to the largest Lyapunov exponent and the entropies of the attractor. We have studied numerically the effects of noise and neighborhood size on this scaling in the logistic and Hénon maps and the standard Lorenz system using a modified CR method and, in the case of the Hénon map, a direct numerical method. In all tests, we find exponential scaling with the period regardless of the noise intensity, so long as that intensity is smaller than the neighborhood parameter.

We turn now to a brief discussion of the applicability of the theory and numerical simulations to the TR method. Why is this method uniquely successful at finding low period UPOs in short noisy data sets, and why can it not see high periods? The TR method detects the signatures of encounters with UPOs by searching for intersections of the unstable and stable manifolds (in two dimensions). It does so by examining returns to a Poincaré section and computing the perpendicular distances of the return points to the line of periodic points, \( x_{n+p} = x_n \). There must be a sequence of points with decreasing distances followed by a sequence with increasing distances, or \( m \) points in total (\( m \) is typically 5, see Refs. 20–23 and 26). The occurrence of these two connected sequences is the signature of a trajectory approaching the unstable periodic point at the intersection of the manifolds and then departing from it. If the definition of an encounter requires \( m \) total returns in the two sequences, then some degree of coherence must be maintained over a length \( mp \). For high periods, this is a large number, which means that the probability to find a valid encounter becomes small. In practice, this probability drops to the level of the probability for chance findings as determined by the surrogates for periods. In this work we have developed an approximate scaling theory of this quantity drops to the level of the probability for chance findings as determined by the surrogates for periods.

Biological data, specifically recordings of the discharges from stimulated or unstimulated neurons, arise from the nonlinear dynamics of the neuron and its internal dynamical noise. Thus in seeking evidence of low dimensional dynamical behavior in biological preparations, one must have a method that can look down through the noise. Moreover, because biological preparations can at best be only approximately stationary, whatever analysis technique is adopted must be able to effectively deal with relatively short data sets. Finally, the state of stability of the dynamics is of prime interest in biology, because it is more likely to be successfully related to animal behavior. Thus the technique should also be able to distinguish stable from unstable periodic orbits and detect bifurcations between these behaviors. As we have shown here the TR method is well suited for these tasks. Moreover, it is numerically relatively simple, thus it is easy to implement and runs rapidly enough to be used on line during experiments. The latter feature is essential to applications involving control of chaos.

The example biological data presented in Fig. 1 shows considerable scatter. These files were selected only on the basis that they show a significant number of period-2 orbits. They were thus obtained under various experimental conditions. The analogous situation in a physical system would be to collect orbits at random while varying the system parameters, then selecting all data sets showing any evidence of a period-2 orbit. Under these conditions large variability is to be expected. We show here the data selected in this way because it is probably typical of what might be expected of most biological systems where experimental conditions (parameters) cannot be nearly so well controlled as for physical systems. Our intention was to test the method and look for evidence of scaling using data as it might typically (rather than ideally) be encountered in biological preparations. Given the large variability typical of our biological data, it is problematic that we have successfully achieved our goal of connecting the three or four observable UPOs (see, for example, Fig. 1) with the infinite set. We have, however, provided a convincing reason for the rapid decrease in the observed encounter probabilities with period.
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