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TOPICAL REVIEW — Statistical physics and complex systems

Level spacing statistics for two-dimensional massless Dirac billiards*
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Classical-quantum correspondence has been an intriguing issue ever since quantum theory was proposed. The search-
ing for signatures of classically nonintegrable dynamics in quantum systems comprises the interesting field of quantum
chaos. In this short review, we shall go over recent efforts of extending the understanding of quantum chaos to relativistic
cases. We shall focus on the level spacing statistics for two-dimensional massless Dirac billiards, i.e., particles confined in a
closed region. We shall discuss the works for both the particle described by the massless Dirac equation (or Weyl equation)
and the quasiparticle from graphene. Although the equations are the same, the boundary conditions are typically different,
rendering distinct level spacing statistics.
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1. Introduction
In the last three decades, quantum chaos, an interdisci-

plinary field focusing on the quantum manifestations of clas-
sical chaos, has received a great deal of attention from a num-
ber of physics communities.[1–3] Indeed, the quantization of
chaotic Hamiltonian systems and signatures of classical chaos
in quantum regimes are fundamental in physics and are di-
rectly relevant to fields such as condensed matter physics,
atomic physics, nuclear physics, optics, and acoustics.[1–3] Is-
sues that have been pursued include energy-level statistics, sta-
tistical properties of wave functions, quantum chaotic scatter-
ing, electronic transport in quantum dots, localization, and the
effects of magnetic fields, etc. A fundamental result in non-
relativistic quantum nonlinear dynamics is that, for systems
without geometrical symmetries and whose classical dynam-
ics are chaotic, their energy level-statistics are described by
those of random matrices.[2–8] In particular, if the system pos-
sesses time-reversal symmetry, there will be a representation
that the Hamiltonian matrix is real symmetric. This property
is preserved under orthogonal transformations, and the result-
ing energy level-spacing statistics (LSS) will follow the dis-
tribution of those of random matrices from the Gaussian or-
thogonal ensemble (GOE).[1] If, in addition to time-reversal
symmetry, the system has a half-integer spin interaction, then
the Hamiltonian can be represented by quaternion real ma-
trices which are invariant under symplectic transformations.
As a consequence, the resulting level-spacing statistics fol-

low those of random matrices from the Gaussian symplectic
ensemble (GSE). When the time-reversal symmetry is bro-
ken, e.g., as in the presence of a magnetic field, the system
is invariant under the unitary transformations, and the level-
spacing statistics are governed by the Gaussian unitary ensem-
ble (GUE) random matrices. Both the GOE and GUE statistics
have been observed experimentally for non-relativistic quan-
tum (wave) systems exhibiting chaotic dynamics in the classi-
cal limit.[1,9,10]

In the vast literature, most existing works on quantum
chaos are concerned exclusively with non-relativistic quan-
tum mechanical systems described by the Schrödinger equa-
tion, where the dependence of particle energy on momentum
is quadratic. A natural question is whether the phenomena
in non-relativistic quantum nonlinear dynamics can occur in
relativistic quantum systems. This is important, as whether
the classical dynamics plays a role in the relativistic quantum
systems is fundamental, and this is a nontrivial extension as
it has features such as intrinsic spin, linear dispersion rela-
tion, Klein tunneling, and chirality, etc., that are not shared by
the nonrelativistic quantum physics. Here in this manuscript
we shall specifically focus on massless two-dimensional (2D)
(pseudo-) Dirac fermions described by the 2D Dirac equa-
tion with zero mass, where the energy–momentum relation
is linear. To ask this question may appear conceptually in-
teresting but may not have realistic physical correspondence
before the past decades, especially for the billiard models.
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This is because, from an experimental point of view, a rela-
tivistic particle cannot be confined within a designed region
due to the Klein tunneling effect, say, the Dirac billiard, in
contrast to the non-relativistic electron case. However, in the
last decade, the great progress in graphene[11–14] and topolog-
ical insulator[15–17] has made it convenient to simulate a rela-
tivistic Dirac billiard via the quasiparticles of the electrons in
graphene or topological insulators. This has led to a boom of
theoretical investigations on relativistic quantum chaos, i.e., to
study the behavior of relativistic quantum systems with classi-
cally chaotic dynamics,[19–25] and also makes it an appealing
topic due to the possibility of experimental verification.[26–30]

In relativistic quantum mechanics, the seminal work of
Berry and Mondragon[31] established that, for massless spin-
half particles such as neutrinos[32] in a 2D billiard model, if
the classical dynamics are integrable, the level-spacing statis-
tics are Poissonian, which are similar to those in integrable
non-relativistic quantum systems. However, when the clas-
sical dynamics are chaotic, the level-spacing distributions are
persistently those of GUE, even in the absence of any magnetic
field. This is due to the chiral nature of Dirac particles and
the confinement scalar potential that breaks the time-reversal
symmetry. Since its prediction over two decades ago,[31] this
phenomenon has not been tested experimentally, partly due to
the difficulty of constructing relativistic quantum systems with
chaotic classical dynamics in the laboratory. Note that this
anomaly is absent for the three-dimensional Dirac billiards.[33]

Recently, graphene, a single, one-atom-thick sheet of car-
bon atoms arranged in a honeycomb lattice, has been real-
ized in experiments.[34] In the low-energy regime, quasipar-
ticle motions in graphene are characteristic of those of rela-
tivistic, massless Dirac fermions and, consequently, devices
made of graphene are potentially capable of operating at a
much higher speed than those based on conventional silicon
electronics.[26,27] Graphene confinements that have the geo-
metric shape of chaotic billiards thus represent a potential
experimental system for testing energy-level statistics in the
relativistic quantum regime. There have been considerable
efforts investigating the level spacing statistics for graphene
billiards (flakes) aiming to uncover the results of Berry and
Mondragon.[31]

In this short review, we shall go over the works of the
level spacing statistics for both graphene billiards (that repre-
sent confined pseudo-Dirac particles) and 2D Dirac billiards
by solving the massless Dirac equations. Note that the two
are different. For graphene, only the pseudo-particles around
one Dirac point follow the same massless Dirac equations.
The boundary conditions are different from that of the Dirac
billiards. Although for open graphene systems, electrons be-
longing to the two valleys can be separated,[35–37] for closed
graphene billiards, the two valleys are usually coupled by the

scattering at the boundary; therefore, the observed phenom-
ena are for two coupled Dirac fermions within the billiard re-
gion. Thus graphene systems can have properties that are not
shared by either non-relativistic quantum or purely relativis-
tic quantum systems. The distribution of energy levels may
have implications for graphene-based devices that use quan-
tum dots,[26–30] a kind of “open” billiard structure.

1.1. Quantities to be calculated for level spacing statistics

Once the energy spectra in the interested region is ob-
tained, it can be unfolded to get the unfolded spectra: xn ≡
⟨N(En)⟩. Let Sn = xn+1 − xn be the nearest-neighbor spacing
and P(S) be the distribution function of Sn, it can be verified
that

∫
SP(S)dS = 1. For non-relativistic quantum billiards, the

distribution of this unfolded level-spacing follows several uni-
versal classes, depending on the nature of the corresponding
classical dynamics and symmetry. In particular, if classically
the system is integrable, the distribution is Poissonian:[38]

P(S) = e−S. (1)

For quantum billiards that are completely chaotic in the clas-
sical limit and do not possess any geometric symmetry,[39,40]

the level-spacing distributions follow the GOE statistics if the
system has time-reversal symmetry[41]

P(S) =
π

2
Se−πS2/4, (2)

and GUE statistics if the system has no time-reversal symme-
try

P(S) =
32
π

S2 e−(4/π)S2
. (3)

The cumulative level-spacing distribution can then be obtained
by

I(S) =
∫ S

0
P(S′)dS′. (4)

Another index for the universal classes is the spectral
rigidity ∆3(L), which is used to measure long-range spectral
fluctuations and is defined as[42]

∆3(L) =
〈

min(a,b)L−1
∫ L/2

−L/2
dx{N(x0 + x)−ax−b}2

〉
, (5)

where the average is over x0. Numerically, if n unfolded levels
x̃i = xi − x0 lie in the interval [−L,L], e.g., −L ≤ x̃1 ≤ ·· · ≤
x̃n ≤ L, the integral in the above equation yields[43]

∆3(2L,x0) =
n2

16
− 1

4L2

[ n

∑
i=1

x̃i

]2

+
3n
8L2

[ n

∑
i=1

x̃2
i

]
− 3

16L4

[ n

∑
i=1

x̃2
i

]2

+
1

2L

[ n

∑
i=1

(n−2i+1)x̃i

]
, (6)
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and ∆3(L) = ⟨∆3(L,x0)⟩x0 . Theoretically, ∆3(L) for a corre-
lated unfolded energy-level sequence is given by

∆3(L) =
1

15L4

[
L5 −

∫ L

0
du(L−u)3

×(2L2 −9Lu−3u2)Y (u)
]
, (7)

where Y (u) is the following two-level cluster function:[44]

Y (u) = 0, for Poisson,

Y (u) =U(u)2 +
d
du

U(u)×
∫

∞

u
dtU(t), for GOE,

Y (u) =U(u)2, for GUE,

and U(u) = sin(πu)/(πu).
Phenomenologically, Hasegawa proposed a function to

bridge the Poisson distribution and the GOE distribution[45]

PH(S;α,β ) = N
ρSe−ρS−(αρS)2/2√

ρ2S2 e−(αρS)2
+β 2 e−2ρS

, (8)

where ρ and N are determined by the normalization conditions∫
PH dS=

∫
SPH dS= 1. The control parameter β describes the

transition from Poissonian β = 0 to GOE statistics β → ∞, α

is a system-specific constant.

2. Berry’s neutrino billiards
Berry and Mondragon[31] considered a confined

neutrino[32] model and calculated the eigenenergies. To be
specific, consider a massless spin-half particle in a finite do-
main D in the plane 𝑟 = (x,y). Utilizing an infinite-mass term
outside the domain to model the confinement of the particle
motion within D, the Hamiltonian in the position representa-
tion is given by

Ĥ =−ih̄v�̂� ·∇+V (𝑟)σ̂z, (9)

where �̂� = (σ̂x, σ̂y) and σ̂z are Pauli matrices, and V (𝑟) is the
infinite-mass confinement potential

V (𝑟) =

{
0, 𝑟 ∈ D,
∞, 𝑟 outside of D.

(10)

The Hamiltonian Ĥ acts on two-component spinor wave-
function ψ(𝑟) = [ψ1,ψ2]

T and it has eigenenergy E, i.e.,

[−ih̄v�̂� ·∇+V (𝑟)σ̂z]ψ(𝑟) = Eψ(𝑟). (11)

Some basic properties of Eq. (11) are the following. First,
the confinement condition of imposing infinite mass outside
D naturally overcomes the difficulty for electric potential due
to the Klein paradox for relativistic quantum particles. Sec-
ond, the reduced spatial dimension and confinement break the
time-reversal symmetry of Ĥ, namely

[T̂ , Ĥ] ̸= 0, (12)

where T̂ = iσyK̂, and K̂ denotes the complex conjugate. Third,
for V = 0 in Eq. (11), there exist plane-wave solutions whose
positive-energy part has the following form:

ψ𝑘(𝑟) =
1√
2

 exp
(
− i

θ

2

)
exp
(

i
θ

2

)
exp(i𝑘 · r), (13)

where 𝑘 is a wave-vector that makes an angle θ with the x
axis.

To obtain solutions of Eq. (11), a proper treatment of the
boundary condition is necessary. As shown in Fig. 1, let the
outward normal unit at s be 𝑛(s) = [cos(α),sin(α)]. Making
use of the hermiticity of Ĥ and defining 𝑗 = cψ†�̂�ψ as the
local relativistic current, one gets the vanishing current condi-
tion: 𝑗 ·n = 0 for any point s. Requiring the outward current
to be zero cannot fix the boundary condition uniquely but it
entails Re(exp(iα)ψ1/ψ2) = 0 for each point s. Using the
boundary potential (10), the complete boundary condition can
be finally determined as[31]

ψ2

ψ1
= i exp[iα(s)]. (14)

s

D

x

y

jSn=0

jSn=0

jSn=0

n↼s↽

α

ψ(r)=(ψ1(r), ψ2(r))

Fig. 1. Illustration of a chaotic domain with boundary parameterized
by arc length s. For the motion of a massless Dirac fermion inside the
domain, the boundary condition is of the zero-flux type, i.e., no outward
current at any point s: 𝑗 ·n = 0.

Berry and Mondragon[31] implemented the boundary in-
tegral method to calculate the eigenenergies for this billiard
system. In their paper, they considered two shapes, the unit cir-
cle with integrable classical dynamics (left columns of Fig. 2)
and the Africa billiard (middle columns of Fig. 2) with the
boundary given by

w(z) = (z+0.2z2 +0.2z3 eiπ/3),

whose classical motions are chaotic. Here, z belongs to the
unit circle. Note that this Africa billiard has no mirror or
other discrete symmetries. Here we shall also consider a heart
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shaped billiard (right columns of Fig. 2), where the boundary
is given by a conformal mapping from the unit circle

w(z) =
1√

1+2β 2
(z+β z2), β ∈ [0,

1
2
),

for β = 0.49, a previous work on the classical dynamics of
the billiard[46] demonstrated the presence of chaos. The heart
shaped billiard has an up-down mirror symmetry.

For non-relativistic billiards, according to the Weyl
formula,[1,3] the smoothed wave-vector staircase function is
given by

⟨𝒩 (k)⟩= 𝒜k2

4π
+ γ

ℒk
4π

+ · · · , (15)

where 𝒜 and ℒ are the area and perimeter of the billiard, re-
spectively, γ =−1 (or 1) for Dirichlet (or Neumann) boundary
conditions. While for the neutrino billiard, Berry and Mon-
dragon have shown that γ = 0,[31] so there is no perimeter cor-
rection.

For better visualization, we have recalculated the
eigenenergies by a conformal mapping method,[21] which can
calculate the eigenstates simultaneously with the eigenener-
gies, also with a better accuracy. For the above three cases, we
have calculated 13000 energy levels each, and the results are
shown in Fig. 2.
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(a) (b) (c)

Fig. 2. Level spacing statistics of neutrino billiards. (a) Circle; (b)
Africa billiard; (c) heart shaped billiard. The first row shows the
shape of the billiards. The second to the fourth rows are the unfolded
level-spacing distribution P(S), the cumulative level-spacing distribu-
tion I(S), and the spectral rigidity ∆3(L), respectively. The green dash-
dotted line, cyan dashed line, and blue solid line are for Poisson, GOE,
and GUE, respectively. Red symbols are numerical results from 13000
energy levels for each shape.

From the various quantities plotted, the statistics is Pois-
son for the integrable case, while for the chaotic Africa bil-

liard where the shape has no geometric symmetry, the resulting
level spacing distribution is GUE, as the time reversal sym-
metry is broken. For the heart shaped billiard, since it has
a mirror symmetry, it is invariant under the combination of
time-reversal and reflection operations, which leads to GOE.

Ni et al.[47–49] developed a direct discretization method to
solve the spectrum and eigenstates of a massless Dirac billiard
in any infinite-mass confinement with any electric potentials,
i.e., a potential barrier. They have also repeated the above re-
sults by Berry and Mondragon.

3. Graphene billiards
3.1. Basics of graphene billiards

For a graphene confinement, the tight-binding Hamilto-
nian is given by

Ĥ = ∑(−εi)|i⟩⟨i|+∑(−ti j)|i⟩⟨ j|, (16)

where the first summation is over all the atoms and the second
summation is over all pairs of all necessary neighboring atoms,
which should include the nearest neighboring pairs, but may
also include the next or next-next nearest neighboring pairs,
with their respective hopping energy ti j’s according to the dis-
tance or whether the atoms are located at the boundary. For
clean graphene, the onsite energy εi is identical for all atoms
and only contributes to a shift in the energy spectrum, thus it
is often omitted. While in the presence of disorders, the dis-
tortion potential is usually applied to the onsite energy.

In the presence of a magnetic field, the hopping energy
will be modified with a phase factor:

t̃i j = ti j exp(−i
2π

φ0

∫ 𝑟i

𝑟 j

d𝑟 ·𝐴), (17)

where 𝐴 is the vector potential associated with the magnetic
field, and φ0 = h/e = 4.136 × 10−15 T · m2 is the magnetic
flux quantum. Using the Landau gauge, the vector potential
is given by 𝐴= (−By,0,0) for a perpendicular uniform mag-
netic field B pointing out the billiard plane. For convenience,
the magnetic flux φ = BS through a hexagonal plaque is used
as a parameter characterizing the magnetic field, where the
area is S = 3

√
3/2a2

0 = 5.24 Å2, and a0 = 1.42 Å is the atom
separation of the graphene lattice. The eigenenergies can then
be calculated by diagonalizing the tight-binding Hamiltonian
matrix.

In order to address the relativistic quantum nature of the
quasiparticle motions in graphene, in the studies of level spac-
ing statistics, one usually focuses on the energy levels around
the Dirac points. Particularly, figure 3 shows the energy-
wavevector relation for an infinite graphene lattice in the ab-
sence of a magnetic field. As can be seen from the contour
lines around each Dirac point, when the energy is low, say,
E/t = 0.2, the contour line is almost a circle, indicating that
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the E−𝑘 relation is isotropic, which is characteristic of the rel-
ativistic Dirac equation. For larger energy, say E/t = 0.6, trig-
onal warping distortions occur,[51–54] leading to an anisotropic
E −𝑘 relation bearing the hexagonal symmetry of a graphene
lattice. The distortions become more dominant as the energy
is increased further. Therefore, people usually concentrate on
the energy levels in the low energy range, so that the results
can be meaningfully compared with those from the relativistic
neutrino billiards.
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Fig. 3. Contour plot of energy in the momentum space for an infinite
graphene flake. Here, a =

√
3a0 = 2.46 Å is the lattice constant, and

kx is along the zigzag direction. The dashed line indicates the first Bril-
louin zone. The four sets of solid contour lines around each individ-
ual Dirac point are for E/t = 0.2,0.4,0.6,0.8 (inside out), respectively.
From Ref. [50].

3.2. Effects of disorder

The effects of disorder to the level spacing statistics
has been considered in Refs. [27], [29], [55]–[58]. Libisch,
Stampfer, and Burgdörfer[55] considered a rectangular phase-
coherent graphene flake in the presence of disorder. The
disorders they considered included edge roughness ∆W (see
Figs. 4(a)–4(b)), short-range disorder nD due to randomly dis-
tributed point defects in the interior, and long-range screened
Coulomb distortion nC due to charge deposition in either the
substrate or the flake. The system has linear dimensions
of 10–40 nm. In their calculation, a third nearest-neighbor
tight-binding approximation is employed to correctly repro-
duce the graphene band structure.[59] The modified C–C bond
length at the flake boundary is accounted for by increasing
nearest-neighbor coupling to the outmost carbon atoms by
12% in accordance with recent ab initio density-functional
calculations.[60] Then the spectrum of the graphene flake is
determined by employing a Lanczos algorithm[61] giving the
500 eigenstates closest to the Fermi edge, and ensemble av-
erages encompass typically 5000 disorder realizations. After
unfolding the spectrum, they found for the ideal rectangular
graphene dot a near-perfect Poisson distribution. By gradually
increasing either the edge roughness or the defect concentra-

tion, the distribution smoothly evolves into a GOE statistic.
Remarkably, for moderate values of the edge roughness am-
plitude W = 0.4 nm, a Schröinger and a graphene billiard of
the same geometry display a markedly different level spacing
statistics: while the Schröinger billiard has already reached
the GOE limit, for the graphene the LSS still is closer to the
Poisson limit, pointing to the unique spectral properties of
graphene.

(a) (c)(b) nD/10-3

DW/nm

1 nm

Fig. 4. (a) Rectangular segment of a graphene flake, vertical edge arm-
chair, and horizontal edge zigzag terminated. (b) Approximately rect-
angular quantum dot with rough edges. (c) Dependence of parameter
β for the transition from a Poisson to a GOE distribution on the edge
roughness amplitude ∆W (squares), and the density of short-range (nD,
full circles) or of long-range (nC = 4nD, rescaled for demonstration pur-
poses only, open circles) impurities. From Ref. [55].

The results are also fitted to the two-parameter Hasegawa
distribution (8),[45] where a larger fitted parameter β indicates
a better fit to the GOE distribution. They found α = 0.75
to correctly reproduce the numerically obtained level spac-
ing distributions for different values of both edge roughness
as well as scatterers. A strong edge roughness of 2 nm (or
impurity concentration nD = 5× 10−3, nC = 2× 10−2) is re-
quired to reach the chaotic limit, i.e., GOE statistics. Note that
nD and nC are given in units of impurities per carbon atom,
which should be within 1.8×10−3, as estimated in Ref. [62].

By fitting with the Hasegawa distribution, they found a
linear relation between β and the extent of disorder, e.g., be-
tween β and edge roughness β ≈ 2∆W , and between β and
the density of short-range scatterer β ≈ 0.7nD, as well as
long-range defects β ≈ 0.2nC. This has been demonstrated
in Fig. 4(c). This linear relation can be used to estimate
the strength of the disorder in a graphene flake. For exam-
ple, using the data in Ref. [27], they found the correspond-
ing β ≈ 4, indicating a disorder strength of ∆W ≈ 2 nm or
nD ≈ 5.5×10−3.

Amanatidis and Evangelou[56] examined the disorder ef-
fects in graphene nanotubes. Their theoretical model consid-
ers only the nearest neighbor hopping energy, and the disor-
der (uniformly distributed randomness) is introduced to ei-
ther onsite energies (the first term of Eq. (16)) or the near-
est neighbor hopping energies (the second term of Eq. (16)).
They found that the expected integrable Poisson statistics of
the clean limit becomes GOE with level repulsion for weak
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disorder. Moreover, their study of wide and short finite nan-
otube dots W/L ≫ 1, which is the opposite limit from the
usual nanotubes, confirms the presence of pseudodiffusive be-
havior even in the infinitesimally small disorder limit. In the
opposite limit of narrow long cylinders resembling usual nan-
otubes W/L ≪ 1, the corresponding level statistics is ballistic
δ -function type, similar to that of the pure one-dimensional
chain. For strong disorder, when the energy fluctuation is com-
parable to the hopping energy, the results for disordered car-
bon nanotubes suggest a return to Poisson statistics due to the
onset of Anderson localization.[56] In a recent study, Amana-
tidis et al.[57] found that for weakly disordered graphene flakes
with zigzag edges, the obtained level-spacing distribution for
the first two positive energies in the Dirac region is neither
chaotic (GOE) nor localized (Poisson), but similar to that at
the critical point of the Anderson metal-insulator transition.
The quantum transport in finite graphene can occur via critical
edge states as in topological insulators.

Tan et al.[29] measured the conductance of the graphene
nanoribbon quantum dot with a size of 500 nm by 60 nm at
20 mK, counted the resonance peaks at zero bias and did the
level spacing statistics. The results suggested level repulsion
and GOE statistics. They attributed the observation to the rip-
ple type of disorders, which introduce random scatterings that
mix different levels.

3.3. Effects of chaos

Regarding the effects of chaos on the level spacing statis-
tics of graphene quantum dots, Ponomarenko et al.[27] re-
ported on the electron transport in quantum dot devices carved

entirely from graphene. At large sizes (> 100 nm), they be-
have as conventional single-electron transistors, exhibiting pe-
riodic Coulomb blockade peaks. For quantum dots smaller
than 100 nanometers, the peaks become strongly nonperi-
odic, indicating a major contribution of quantum confinement.
Random peak spacing and its statistics are well described
by the theory of chaotic quantum billiards. Similar features
have also been observed in a tunable graphene single electron
transistor.[28]

In order to investigate more systematically the effect of
chaos on the level spacing statistics of graphene billiards, in
Refs. [50] and [63] the authors considered two billiard shapes
that are commonly used in the study of level-spacing statistics,
the Africa billiard[64] and one eighth of the Sinai billiard. Only
the nearest neighbor hopping energy t ≈ 2.8 eV[12] is consid-
ered. Matlab was used to calculate the eigenvalues. The Africa
billiard contains 35542 atoms. The outline is determined by
the equation x+ iy = 64(z+ 0.2z2 + 0.2z3 e iπ/3)a, where z is
the unit circle in the complex plane, a =

√
3a0 = 2.46 Å. The

area of the billiard is A = 934 nm2.
Figure 5 shows the band structure for a zigzag nanoribbon

without (Fig. 5(a)) and with a magnetic field (Figs. 5(b)–5(d)).
For a sufficiently strong magnetic field, the linear E −𝑘 rela-
tion, even for small energy, is violated, as Fig. 5(d) shows.
Therefore, the parameters are chosen to stay in the regime
where the linear E−𝑘 relation is preserved while the magnetic
field is strong enough so that the magnetic effects are apparent
enough. Three cases are considered: φ = 0 (without magnetic
field), φ = 1/8000φ0 (weak magnetic field), and φ = 1/800φ0

(strong magnetic field).[65]

k/πSa-1 k/πSa-1

k/πSa-1k/πSa-1

E
/
t

E
/
t

E
/
t

E
/
t

Fig. 5. Energy–momentum relation for graphene nano-ribbon with zigzag horizontal boundary. (a) φ = 0; (b) φ = 1/8000φ0; (c)
φ = 1/800φ0; (d) φ = 1/500φ0. Each layer of the ribbon contains 100 atoms. From Ref. [50].
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Results without magnetic field For the relativistic
chaotic quantum billiard, the smoothed wavevector staircase
function for positive eigenvalues is given by Eq. (15) with
γ = 0[31]

⟨N(k)⟩= Ak2/4π +C1 + · · · , (18)

where C1 =−1/12 is a constant. For the chaotic graphene bil-
liard, around a Dirac point E = h̄vFk, where vF =

√
3ta/2h̄ is

the Fermi velocity, and a = 2.46 Å is the lattice constant. Thus

E =
√

3tak/2.

For the n-th energy level En, one has

kn =
2√
3a

· En

t
.

Once the eigenenergy En is determined, the corresponding
wave vector kn can be obtained through the above relation. For
the Africa graphene billiard, figure 6(a) shows, for eigenen-
ergies in the range 0 < En/t < 0.4, the wavevector staircase

function. The solid curve is given by

⟨N(k)⟩= Ak2/2π +C′
1, (19)

where C′
1 = 35 is a fitting constant. Equation (19) differs from

Eq. (18) in the leading ‘Weyl’ term by a factor of 2. This could
be understood as follows. For a single Dirac point, one expects
⟨N(k)⟩ to follow Eq. (18). However, a finite graphene has two
non-equivalent Dirac points, thus ⟨N(k)⟩ should be twice that
given by Eq. (18), so the denominator becomes 2π (instead
of 4π). The fitting constant C′

1 is due to the edge states on
the segments of the zigzag boundaries of the graphene billiard
where their energies are all about zero. For a zigzag ribbon,
the edge states exist for E < Ec = h̄vF/L =

√
3ta/(2L), where

L is the width of the ribbon.[66] The sizes of the graphene bil-
liards are about 100a, leading to Ec ≃ 0.01t. The edge states
are localized on segments of the zigzag boundaries. These
states are essentially degenerate states, contributing to an ar-
tificial bias in the spectral staircase function for small energy
values. Therefore, a minimum value of 2Ec = 0.02t for En is
set to exclude the edge states from consideration.
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Fig. 6. Level-spacing statistics for the Africa billiard in the absence of a magnetic field (φ = 0). (a) Wavevector staircase function N(k) for
eigenenergies 0 < En/t < 0.4, where the number of energy levels is 560 (circles). The curve is ⟨N(k)⟩= Ak2/(2π)+35 [Eq. (19)]. (b) Spectral
staircase function N(E) versus αE2 for 0.02<En/t < 0.4 with 522 levels, where α is the unfolding normalization constant. The dashed straight
line is the averaged staircase function Eq. (20). (c) Magnification of part of panel (b) for 0.02 < En/t < 0.1 with 28 levels. (d) Unfolded level-
spacing distribution P(S). (e) Cumulative unfolded level-spacing distribution I(S). (f) Spectral rigidity ∆3. In panels (d)–(f), numerical data
are represented by open circles and the lines are theoretical predictions from the random matrix theory: dashed line for Poissonian, solid line
for GOE, and dotted line for GUE statistics.[50]

Since E = h̄vFk for graphene billiards, the smoothed spec-
tral staircase function is given by

⟨N(E)⟩= AE2

2π h̄2v2
F
+C2 = αE2 +C2, (20)

where α = A/(2π h̄2v2
F) is the unfolding normalization param-

eter and C2 is now zero after setting 2Ec for the minimum
value of En. Figure 6(b) shows the spectral staircase function

of En for 0.02 < En/t < 0.4, and figure 6(c) shows a mag-
nification of part of Fig. 6(b) for eigenenergies in the range
0.02 < E/t < 0.1. The dashed lines in these two panels are
Eq. (20) with C2 = 0. They agree well with the numerical
results. The distribution of the unfolded level-spacing for the
Africa graphene billiard is shown in Fig. 6(d), and the cumula-
tive distribution is shown in Fig. 6(e). From the figures, it can
be seen that the level-spacing follows the GOE statistics. Fig-
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ure 6(f) shows the spectral rigidity for the calculated eigenen-
ergies of the Africa billiard. This, together with Figs. 6(d) and
6(e), represents strong evidence that the level-spacing distribu-
tion in a chaotic graphene billiard in the relativistic quantum
regime follows the GOE statistics. Similar plots have been
obtained for one-eighth of the Sinai billiard with 37401 atoms
and an area of A = 1.607×104a2 = 972 nm2, which also show
GOE statistics.

The GOE statistics of unfolded level-spacing seem to be
counterintuitive as one would expect that the graphene chaotic
billiards should exhibit the same GUE level-spacing distribu-
tion as the neutrino billiard,[31] since they obey the same mass-
less Dirac equation. However, since the graphene has two
non-equivalent Dirac points (valleys), the time-reversal sym-
metry for the neutrino is actually the symplectic symmetry
for graphene, which is the time-reversal symmetry in a single
valley.[11] Thus the time-reversal symmetry breaking caused
by the chirality in the neutrino billiards does not infer time-
reversal symmetry breaking in graphene billiards. A detailed
explanation for this is as follows. In graphene, quasiparticles
in the vicinity of a Dirac point obey the same Dirac equation as
for a neutrino, but the confinement to realize the billiard plays
a different role. In particular, the abrupt edge termination in
graphene billiard couples the two valleys in the momentum
space. As a result, the wavefunctions for quasiparticles with
wavevectors near the two Dirac points are no longer separable,
rendering invalid the description of the two-component spinor
Dirac equation for the whole system. A full set of equations
taking into account the two nonequivalent Dirac points and the
boundary conditions are thus necessary to describe the mo-
tions of the relativistic particle. Especially, the time-reversal
symmetry is preserved,[11] suggesting that the system belongs
to either the GOE or the GSE class. In this regard, the abrupt
edge termination in a graphene billiard can be described by a
step function in the form of an infinite potential at the edge.
Since the range of the potential is short, the two valleys in the
momentum space are coupled, which also breaks the sublattice
symmetry. Since both the pseudospin valley symmetry and
the sublattice symmetry are broken, Kramer’s degeneracy and
GSE statistics can be ruled out.[67] The resulting level-spacing
statistics belong then to GOE. Similar effects have been no-
ticed by Robnik and Berry that, in certain cases, although the
system possesses neither time-reversal symmetry nor geomet-
ric symmetry (or other dynamical symmetries), it can be in-
variant under the combination of the two symmetries, and non-
trivial representations can be found in which the Hamiltonian
matrix elements are real, leading to GOE statistics (other than
GUE).[68]

The results so far are for ideal chaotic graphene billiards.
In experimental situations, a number of non-idealities can
arise. To be experimentally observable, the GOE statistics

should be robust even when these non-idealities are present.
It is thus important to investigate the robustness of the level-
spacing statistics of chaotic graphene billiards under various
realistic considerations. In Refs. [50] and [63], the authors
also considered non-ideal situations, such as interactions be-
yond the nearest neighbors, lattice orientation, effect of bound-
ary bonds and staggered potentials caused by substrates, etc.,
and found that the GOE statistics are quite robust to these non-
idealities.

Results with magnetic field The presence of a mag-
netic field breaks the time-reversal symmetry of the graphene
system[11] and, consequently, the level-spacing distribution
belongs to the GUE class. This has been verified by the numer-
ical results for both the Africa billiard and the one-eighth of
the Sinai billiard with a uniform magnetic field φ = φ0/8000.

For a stronger magnetic field, e.g., for φ = φ0/800, the
quantization of the energy levels to Landau levels becomes ev-
ident. The energy levels are clustered, leading to ∂N/∂E → ∞

at the Landau levels. The staircase counting function devi-
ates markedly from the semiclassical predictions. The level
spacing statistics for this case has not much meaning, but if
one proceeds with the same procedures for the eigenenergies
close to zero, the results of P(S) and I(S) show deviations from
GUE, and are in fact closer to GOE. Intuitively, this can be un-
derstood by noting that the Landau levels “squeeze” the energy
levels around them, resulting in smaller level-spacings and
larger values of P(S) for small S. At the same time, since the
overall slope of the staircase counting function is unchanged,
the squeezing of energy levels around the Landau levels tends
to stretch the energy levels in between two successive Landau
levels, yielding large level-spacings and larger values of P(S)
for large S. This stretching “pushes” the level-spacing distribu-
tion from GUE to GOE. Similar results have been observed in
non-relativistic quantum chaotic billiards where the system is
described by Schrödinger equation, in the energy range where
the density of states is low and the Landau levels are appar-
ent. The spectral rigidity, however, does not fall into any of
the three known categories. This is due to the fact that the
staircase function no longer follows the semiclassical predic-
tion when the effects of the Landau levels cannot be neglected
for a strong magnetic field.

For higher energy levels, e.g. 0.4 < E/t < 0.7, where the
Landau level is not apparent, the level-spacing statistics re-
turn to the GUE class again. Although in this energy range,
trigonal warping becomes dominant (Fig. 3), which renders
the theoretical description of the Dirac equation inappropriate,
the energy levels can be accessible in experiments and thus
relevant to graphene quantum-dot operations. In this region,
N(En) still depends hyperbolically on En, indicating a linear
dependence between En and kn. This is because in this energy
range, the trigonal warping determines the scars (electron den-
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sity patterns obtained from eigenstates) in the system, and re-
strains them to having line segments only in three directions,
e.g., from the Dirac points to the origin.[20] Along these direc-
tions, the E −k relation is approximately linear up to E/t ∼ 1.
This explains the hyperbolic relation between N(En) and En

even for high energies far away from the Dirac point.
The above observation of the GUE statistics for higher

eigenenergies, from another aspect, corroborates the argu-
ments that around the Dirac point, the energy level-spacing
statistics are shifted “artificially” to GOE by the Landau lev-
els. This could be important as the level-spacing can possibly
be revealed in the peak spacings of the conductance in the cor-
responding quantum dots made from “open” billiards.[70]

Magnetic field effects in classical billiards have been
studied in Refs. [71], [72], and [73], where it was found that
for billiards with sufficiently smooth boundaries, such as the
integrable elliptical billiard system, flyaway chaos can be in-
duced by an intermediate magnetic field, but increasing the
magnetic field further to the Landau regime can squeeze out
the existence of this chaos.

3.4. Level spacing statistics for edge states

The level spacing statistics of only the edge states of
graphene billiards has been discussed in Ref. [74]. The dot has
the shape of a deformed disk, with a radius R(θ) depending on
the angle of direction θ . The numerical calculations presented
in the text use R(θ) = R0 + 0.2R0 sin(θ)+ 0.05R0 sin(2θ)−
0.025R0 sin(3θ) + 0.02R0 sin(4θ) − 0.01R0 sin(5θ), with
R0 = 160a ≈ 40 nm. In order to distinguish between edge
and bulk states, for each eigenstate ψ they calculated the par-
ticipation ratio[75,76]

p =
(∑i |ψ(i)|2)2

N ∑i |ψ(i)|4
,

where the index i runs over atomic sites and N denotes the
total number of atoms in the dot. The participation ratio p
can be interpreted as the fraction of atoms occupied by an
electron for a given energy level. Thus, p ∼ 1 for extended
states (p ≈ 0.3−0.4 in quantum dots) and p ≪ 1 for localized
edge states (p ≈ 10−4 − 10−2). A state has been identified
as an edge state if its participation ratio p < 0.05. The result
does not change qualitatively if the threshold participation ra-
tio is changed. In particular, the classification into the different
types of level statistics does not depend on this threshold. In
the case that the hopping energy for the second nearest neigh-
bor t ′ = 0, the states with an energy smaller than the numerical
precision have also been omitted.

Being localized, the edge states are expected to follow
Poisson statistics, as noted in Ref. [19]. Surprisingly, as shown
in Fig. 7, the level-spacing distributions for the electron-hole
symmetric case t ′ = 0 follow the GOE statistics, and only for

broken electron-hole symmetry t ′ = 0.1t, do they exhibit a
statistics close to Poisson.

S

P
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↽ sS
P
↼s
↽d
s

0

Fig. 7. Level-spacing distributions for quantum dots with smooth edges
for t ′ = 0 (solid red curve) and t ′ = 0.1t (solid black curve), together
with the theoretical predictions for Poisson (dashed line), GOE (dashed-
dotted line), and GUE (dotted line). The inset shows details of the
integrated level spacing distribution for small level spacings S (same
line colors and types as the main plot). The level distribution statistics
has been obtained by averaging individual level distributions from 100
quantum dots similar to the type given in the text, with average radius
R0 = 160a. From Ref. [74].
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Fig. 8. Color plot of wavefunction density in a graphene quantum dot
(shape as described in the text) for the electron–hole e–h symmetric
case t ′ = 0 (left column) and for broken e–h symmetry t ′ = 0.1t (right
column) on the examples of a mode that is (a) strongly decaying and
(b) slowly decaying into the bulk. Note that for presentation purposes,
a rather small dot R0 = 30a has been chosen but the behavior does not
change qualitatively for larger dots. From Ref. [74].

This striking difference in level statistics can be under-
stood by the different nature of the wave functions. The
graphene Hamiltonian exhibits a symmetry for t ′ = 0 that re-
sults in an equal occupation probability of sublattice A and B
for every individual wave function.[66] Since the edge wave
function at a certain type of zigzag edge is nonzero only on
one sublattice, every eigenstate for t ′ = 0 must also occupy an-
other part of the boundary of the opposite kind, as illustrated
in Fig. 8. This leads to an artificial long-range coupling be-
tween edge states and thus to level repulsion, resulting finally
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in GOE statistics. If this symmetry is broken, for example,
by next-nearest-neighbor hopping, edge-state wave functions
may be localized at a single edge only. Note that in the plot
of Fig. 8, close to a boundary, the edge states occupy a single
sublattice only. In order to avoid the oscillatory pattern on the
lattice scale that inevitably arises when plotting both sublat-
tices simultaneously, for every unit cell only the atom with the
largest occupation probability is plotted.

3.5. Efforts to decouple the two valleys and search for
GUE statistics in graphene billiards without magnetic
fields

Since graphene has quasiparticles that mimic relativistic,
massless Dirac fermions, it thus seems quite feasible, at first,
to test the prediction of Berry and Mondragon for the GUE
statistics of Dirac particles[31] by using classically chaotic
graphene confinement systems. However, as graphene has
two valleys, the corresponding quasiparticle view is then that
graphene has two massless Dirac fermions which are coupled
together by abrupt edge cuts or short range disorders. There-
fore, a graphene billiard mimics a billiard that contains two
massless Dirac fermions with certain interactions. The whole
system, including the confinement and also the interaction
between the two quasiparticles, preserves the time-reversal
symmetry, therefore, the level spacing statistics of chaotic
graphene billiards show those of GOE, as demonstrated in
Section 3.3. Then the reasoning is that, if one can decouple
the two quasiparticles so that they move independently, within
a confinement that is also created with a mass term, could one
get the GUE statistics?

Wurm et al.[19] addressed this question using a smooth
varying mass term as the confinement. The mass term may
originate from an effective staggered potential caused by pos-
sible edge magnetization of graphene flakes.[77,78] They con-
sidered an Africa billiard of 68169 carbon atoms using about
3000 energy levels in the range [−0.5t,0.5t]. The mass term
is given by ∑mi|i⟩⟨i|, which is positive (negative) if i be-
longs to sublattice A (B). For smooth mass confinement, the
mass term is zero in the interior but nonzero within a dis-
tance W = 4.5

√
3a of the boundary; it starts from zero at

the inner border of this region and increases quadratically:
m(x,y) = ω2[δ (x,y)−W ]2/2, where δ (x,y) is the distance
to the boundary and ω = 0.15

√
t/a is a constant. While the

lattice eventually terminates, the smooth varying confinement
prevents the particles from feeling the rough boundary and
thus suppresses the intervalley scattering. This preserves the
valley symmetry, but breaks the sublattice symmetry, which
also breaks the time-reversal symmetry in each valley.[19] If
the two valleys are decoupled (no or weak intervalley scat-
tering), the Hamiltonian consists of two degenerate blocks,
each corresponding to a quasiparticle with unitary symme-
try. However, the expected GUE level-spacing statistics have

not been observed. This was explained in that, although the
mass term is relatively smooth, the system may still have
some residual intervalley scattering, and the scattering time
could be shorter than the relevant Heisenberg time scale for
the level spacing, rendering the system to the GOE class.[19]

These symmetry properties[11,79–81] are also related to pseu-
dospin effects in the system, which could lead to the absence
of backscattering[82,83] and the weak-localization or antilocal-
ization phenomena,[67,84–88] and also to the universal conduc-
tance fluctuations of different universal classes.[19,89]

Rycerz[58] investigated the level spacing statistics of
highly symmetric (triangular and hexagonal) graphene
nanoflakes, considering armchair, zigzag, and Klein[90,91]

boundaries. The advantage of these shapes is that the bound-
ary is pure, it contains only one type of these boundaries, ei-
ther armchair, or zigzag, or Klein; they are not mixed as in
other cases. Without disorder, due to geometric symmetry, the
energy levels are clustered and they do not fit in the random
matrix ensembles. Adding disorder, attributed to the influence
of substrate impurities (or ions),[92–95] will impose a transition
of the level spacing statistics from Possionion-like to GOE dis-
tribution. The numerical results show that the orthogonal sym-
metry appears generically in closed graphene nanosystems.
In a peculiar case of triangular nanoflakes with zigzag (or
Klein) edges and smooth impurity potential, the unitary sym-
metry class seems to be the relevant one. A further study by
Rycerz[96] investigating the effects of the strain fields, which
can be regarded as a strain-induced gauge field, showed that
if the zigzag triangular nanoflake is deformed such that all its
geometric symmetries are broken, the spectral statistics seems
to follow the GUE, while if a mirror symmetry is present, the
spectral statistics follow the GOE.

4. Concluding remarks and discussion

In this short review, we have briefly summarized the re-
sults by Berry and Mondragon that the 2D massless Dirac
particle, when confined in a finite region, breaks the time-
reversal symmetry due to the infinite-mass confinement poten-
tial, rending GUE statistics of the level spacing distribution for
chaotic billiards in the absence of a magnetic field. Graphene,
a single-atom-layer of carbon atoms arranged in a honeycomb
lattice, has low energy quasiparticles mimicing the 2D mass-
less Dirac particle when neglecting the intervalley scattering.
For an infinite graphene flake without disorder, the system pre-
serves the pseudospin symmetry (the symmetry between A
and B atoms) and also the symmetry between the two valleys.
However, for finite graphene billiards, the above two symme-
tries are typically broken. The two valleys (or two quasipar-
ticles) are coupled, and in terms of energy level distributions,
without a magnetic field, the GOE statistics are prevalent.
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The connection between the symmetry of the system and
the random matrix ensembles of level spacing statistics lies in
the matrix representations of the Hamiltonion.[3,97] For exam-
ple, for a system that preserves time-reversal symmetry and
neglecting spin, for any representation that has an orthogo-
nal basis set, a T-invariant basis can be constructed, under
which the Hamiltonian matrix is real symmetric.[3,98] In gen-
eral, the Schrödinger equation of a spinless particle is time-
reversal invariant if the Hamiltonian is a real matrix in the po-
sition representation.[3] If the classical dynamics are chaotic,
it will introduce randomness into the real symmetric Hamil-
tonian matrix, leading to GOE for the LSS. However, if the
time-reversal symmetry is broken and there are no other antiu-
nitary symmetries (e.g., reflection together with TRS), without
such restrictions, the Hamiltonian matrix is preserved by any
unitary transformation. Although one can always find a repre-
sentation in which the elements of the Hamiltonian matrix are
all real, a general unrestricted unitary transformation will re-
sult in a complex Hamiltonian matrix. In addition, due to the
randomness either caused by the nonregular boundary or the
inner disorder, the matrix will be a random Hermitian matrix
with complex elements. The resulting energy level statistics
will then be GUE.

In this regard, since the tight-binding Hamiltonian of
graphene billiard for the cases with short-range or long-range
disorder, or with strain, or with mass term, insofar as there is
no magnetic field, all these variations only add randomness to
the Hamiltonian matrix, but the matrix elements are all real
in the position representation. Therefore, the resulting Hamil-
tonian matrix is a real symmetric random matrix, preserving
T and usually leading to GOE. However, as demonstrated in
Refs. [99] and [100], even for a time-reversal invariant system,
a subset of eigenstates can be identified if the system has an
appropriate discrete symmetry, that this subset could present
GUE behavior.
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